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Abstract 

Rice plant diseases can be an interference to the 
production of cropping rice plants. The timely and 
precise detection and classification of the disease is the 
key to reduce the potential of deprived output. 
Convolutional Neural Networks (CNNs) have shown a 
great potential in image recognition and classification, 
including rice plant disease classification. Nevertheless, 
CNNs are likely to be overfitting. This research paper 
proposes a use of combination of overfitting prevention 
techniques for CNN-based approach to rice plant disease 
classification. The techniques used are data 
augmentation, max pooling with stride, dropout and 
early stopping. The CNN model with these overfitting 
avoidance strategies is trained to classify the disease of 
the rice plant leaves and resulted in a prediction accuracy 
of 0.93. We conclude that this CNN-based architecture is 
considered to be effective and reliable for rice plant 
disease classification. 
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1. Introduction 
Rice is one of the most consumed crops in Thailand. 

We harvest millions of tons of rice every year. The 
problem comes that rice plant disease can impede the 
significant growth of the plant. It may yield in the loss of 
blood, sweat and tears of our farmers. In spite of the fact 
that we can indeed detect the anomalies of the rice plant 
disease by manual inspection, this process is time-
consuming, subjective and might lead to human-error 
mistakes. 

Convolutional Neural Network or CNN is an 
artificial neural network which is efficient in image 
recognition and classification. CNN has an ability to find 
the image patterns so it can identify the objects and 
labels. And this could be the answer for rice plant 
disease automated detection without prejudices. 
However, CNN is inclined to overfitting. Overfitting is 
when the model memorizes all the training data and 
achieves terrible performance on the unseen data. This 
research is to explore the CNN-based approach to rice 
plant disease classification that can help relieve the 
overfitting problem. We propose a CNN model with  
overfitting prevention strategies to rice plant disease 
classification. The noteworthy strategies are data 

augmentation, stride hyperparameter, dropout and early 
stopping. The details of this paper include the proposed 
CNN model, the methodology for training and testing, 
the results on rice plant disease classification, and the 
discussion of the overfitting prevention strategies and 
strengths and weaknesses of the model. 

2. Literature Review 
As a matter of fact, there are many other approaches 

to image classification specifically on rice plant disease. 
Kawcher Ahmed et al. [1] presented the techniques 
including Logistic Regression, K-Nearest Neighbor, 
Decision Tree, and Naive Bayes to detect leaf smut, 
bacterial leaf blight and brown spot diseases on rice 
plants. Daniya and Vigneshwari [2] extracted more 
features from the data by data pre-processing method 
and inputted them into K-Nearest Neighbors, Neural 
Network, Multiclass SVM and Naive Bayesian to 
classify the rice plant whether or not it carries a disease. 
However, Convolutional Neural Network is a neural 
network that is designed especially for image recognition 
and classification. Many researchers have successfully 
used CNN to analyze rice plant disease. Eusebio L. 
Mique et al. [3] implemented a CNN model for rice pest 
and disease detection and achieved an accuracy of 
90.9%. Runling Wang [4] constructed convolutional 
neural networks to develop an agriculture pest and 
disease recognition system. Kosamkar et al. [5] proposed 
a CNN model with five layers for disease detection of 
the plant leaf images. 

Despite their success, CNNs are prone to overfitting 
problems. A research paper on an introduction of 
convolutional neural networks by Keiron O’Shea and 
Ryan Nash [6] stated that overfitting is when a network 
is unable to learn effectively and impaired the ability to 
pinpoint generalized features for both training and 
testing datasets. Santos et al. [7] presented methods used 
to avoid overfitting in CNN for example data 
augmentation, dropout and label regularization. Another 
research paper by Thanapol et al. [8] suggested using 
data augmentation, batch normalization and dropout 
techniques to mitigate overfitting problems in CNN. This 
study found that using 30 epochs with width and height 
shift data augmentation and dropout techniques yields 
good outcomes for avoiding overfitting problems for 
CIFAR-10 dataset. Ferro et al. [9] also offered methods 
for preventing overfitting such as early stopping, training 
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Table 1 Distribution of diseases found in rice plant leaves 

Class Label (Disease) Count 

Bacterial Blight 1604 

Brown Spot  1620 

Leaf Smut 1460 

Total 4684 

 

model over a predefined number of epochs, stop when 
the loss function update becomes small, dropout etc. 
Building upon these foundations, our research examined 
a CNN-based architecture for rice plant disease 
classification that has a combination of data 
augmentation, max pooling with stride technique, 
dropout and early stopping. 

3. Methodology 
3.1 Dataset 

The dataset used in this research is Rice Plant 
Diseases dataset [10]. The dataset is a collection of 4684 
images and its labels. There are three diseases related to 
the leaves of rice plants which are Bacterial Blight, 
Brown Spot, and Leaf Smut. The contribution of each 
disease can be seen in Table 1 below. 

The dataset is divided into two groups of 80% 
training data and 20% validation data. The data is 
preprocessed using Keras preprocessing class. The 
image size used in this study is 224 x 224. And the batch 
size is 32. The example images from the first batch look 
like the pictures shown below in Fig. 1. 

 

 
Fig. 1. The first 9 images from the first batch of training dataset 

3.2 Convolutional Neural Networks 
To avoid the overfitting problem that might occur 

when training the model, we applied the augmentation 
techniques on the training dataset using Keras 
preprocessing layers. We used RandomFlip, 
RandomRotation and RandomZoom layers. The first 
layer used in data augmentation is to randomly 
horizontal and vertical flip the images during training. 

Random rotation layer is to randomly rotate the images 
with the number of a chosen factor. We tried to use the 
float number 0.2 for the factor. To rotate the image by 
factor of 0.2 means that each image rotates randomly in 
the range from -20% * 2pi to 20% * 2pi. And the last 
layer, RandomZoom is to randomly zoom the images 
with the number of factors. We chose height_factor to be 
0.2 which is zooming out by up to 20% (when 
width_factor is default to be None). We also added a 
Rescaling layer to the model to rescale the image data 
into numbers between 0 and 1 and change the input 
shape. 

The Convolutional Neural Network is created using 
the Sequential model which is a linear stack of layers. 
We then added the Rescaling and data augmentation 
layers to the model. The first layer after preprocessing 
the input is a convolutional layer which applies the 
kernel or filter to each input image to create a matrix or a 
map of pixels for each one. The activation function used 
during convolutional operation is ReLU or Rectified 
Linear Unit. This activation function helps the model to 
learn complex patterns and relationships in the dataset. 
The second layer is a pooling layer which extracts 
features from the matrix and that results in dimensional 
reduction of the matrix. The hyperparameter stride is 
also used in the pooling layer to make it more efficient 
[11]. With stride, it will take the amount of given steps 
each time to help speed up the process. The stride value 
of 2, which is not too big or too small of a step, is then 
used in the pooling layer. The third layer is another 
convolutional layer and the fourth layer is another 
pooling layer with stride. Before the model starts to 
classify the output, the dropout layer is added to improve 
generalization of a performance and prevent the model 
from overfitting [12]. Dropout prevents the network 
from being too dependent on specific neurons by setting 
some of input units to zero. It helps the model to learn 
more about features that are better at predicting unseen 
data. If we have a large dataset, using a dropout rate of 
0.5 or higher is effective [13]. However, the dataset we 
have is rather small so it is more appropriate to use a 
dropout rate lower than 0.5. It is also important to note 
that models with complex structure will largely benefit 
from using higher dropout rates, e.g. 0.5. Meanwhile, 
basic models can have some benefits as well but it is 
better with lower dropout rates, e.g. 0.2, to avoid model 
underfitting. The model we implemented is not too 
complex with a lot of layers and parameters or too 
simple so we decided to use the rates between 0.2 and 
0.5 and settled with 0.3 after experimenting. The last 
layers are fully connected layers or dense layers which 
receive a flattened matrix from the last flatten layer to 
predict the label of the output. The ReLU activation 
function is then used in a dense layer. And lastly, 
Softmax activation function is used for an output label 
prediction in a last dense layer. 

The architecture of convolutional neural network 
consists of: 
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- Rescaling the input to be 1./255 and defining 
image shape to be (224, 224, 3) 

- Data augmentation layer with random flip for both 
horizontal and vertical, random rotation with factor of 
0.2 and random zoom with height factor of 0.2 

- Convolutional layer with filter = 32, kernel         
size = 3x3 and ReLU activation function 

- Pooling layer with pool size = 2x2 and stride = 2 
- Convolutional layer with filter = 16, kernel        

size = 3x3 and ReLU activation function 
- Pooling layer with pool size = 2x2 and stride = 2 
- Flatten layer 
- Dropout layer with rate of 0.3 
- Dense layer with output = 16 and ReLU activation 

function 
- Dense layer with output = num_class which is 3 

and Softmax activation function 

3.3 Experimental Setup 
The study is being done on a device with GPU       

T4 x 2 accelerator since it is the GPU recommended and 
designed for image processing and neural networks [14]. 
The model uses Keras SparseCategoricalCrossentropy 
loss function to compute cross entropy loss and Adam 
[15] algorithm for model optimization. The metrics used 
to evaluate by the model during training and testing is 
accuracy. 

The model is set to run for 30 epochs. And to 
prevent the model from overfitting, the model is also 
required to monitor the validation loss. If the loss is not 
decreasing or increasing, the model will stop training if 
the loss increases after running for 2 epochs. This 
callback technique is called early stopping. 

When the model completed training, we can see the 
evaluation metrics used to assess the performance of the 
model as seen below in fig. 2 and 3. And as we can see 
from fig. 2 and 3, the model training process stops at 
epoch 12. 

 
Fig. 2  The graph of loss in training and testing dataset 

Fig. 2 shows that loss from training data set in blue 
line is still decreasing while loss from testing dataset in 
orange line is increasing during epoch 10 and 11. The 
model then stops training at epoch 12 to prevent 
overfitting. 

 
Fig. 3. The graph of accuracy in training and testing dataset 
 
Fig. 3 shows a similar trend to fig. 2. The accuracy 

of training dataset in blue line is increasing while the 
accuracy of testing dataset in orange line is decreasing 
during epoch 10 and 11. The increasing trend of 
accuracy for training dataset is considered to be good. 
However, it is better to stop training the model before it 
memorizes all patterns and perfectly predicts nearly all 
images because that will result in the model to be 
overfitting. 

Summarily, the criteria to make the training process 
stop at epoch 12, as seen in fig. 2 and fig. 3, is that the 
model is about to memorize all the data if the training 
does not stop. When the model knows all the data and 
labels, it is defined as overfitting. To prevent overfitting, 
the model should not continue training beyond this point. 
And with early stopping, it can stop at any epoch before 
the assigned number (which is 30 in our case) when the 
model decides it is becoming overtraining. 

4. Results 
The accuracy of the baseline method can achieve an 

accuracy of 0.98. Except the accuracy number shows 
that the baseline model seems to be remembering the 
patterns of data instead of learning. With the use of data 
augmentation, stride technique, dropout and early 
stopping in this study, we can prevent the model from 
overfitting and obtain an accuracy of 0.93. 

After we train the model, we then give new data for 
the model to predict the label of each picture. The results 
can be seen in fig. 4. Fig. 4 shows the label from CNN 
model prediction and the correct label of the rice leaves. 
These 9 pictures show 8 out of 9 corrected predictions 
which is considered to be a proper model to predict new 
data. 

 

5. Discussions 
During the model training, the challenge we 

encountered is that the baseline model is too good at 
learning and memorizing the patterns. And that leads to 
the model being overfitting. The dataset is quite small 
and has insufficient variation. Hence, it results in the use 
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of data augmentation that provides an adequate variety 
of data to be used to train the model. The importance of 
using data augmentation is that it helps increase the 
dataset size and diversity. When we use RandomFlip, 
RandomRotation and RandomZoom layers on the 
dataset, we improve the generalization of the model. The 
model will now have more variations of the data. And to 
reach the main objective of this study, data augmentation 
helps to prevent the model from overfitting. 

 

 
Fig. 4. The pictures of rice leaf with predicted label and actual label 

 
When the traditional approach for CNN has been 

using max pooling to reduce the dimension of feature 
maps, we decided to use max pooling with stride to 
make the reduction process smoother without loss in 
accuracy [16]. It helps to prevent the model from 
overfitting by using stride since it can preserve important 
information and can also detect abnormalities. The 
model can solely focus on the most important features. 
The reduction of features also results in less 
computations and can lower the overfitting risk we might 
encounter when training. 

Moreover, before the model reaches dense or fully 
connected layers, we added a dropout layer to prevent 
neurons from depending too much on some specific 
training data points and encourage the model to learn 
more of other features. It helps the model to discover 
features that have significant meanings. The model will 
adjust better and lead to generalized outcomes. That 
results in the model being less prone to overfitting. 

And with early stopping when fitting the model to 
the dataset, we did not only monitor the accuracy of the 
model but also kept the validation in check. We stopped 
the training if the validation plateaus or starts to decline. 
Since we knew that the it is the right time before the 
performance starts to go into the wrong direction. As 
stated before, the model should stop training to prevent 
overfitting. 

With the combined use of these techniques, we have 
improved the performance of an image classification 
model by minimizing the risk of model overfitting. Each 
technique relatively offers beneficial approach on how to 
handle overfitting when training CNN-based 
architecture. 

Also consider that the results we have seen in the 
above section are acceptable. Although it does not 
always get the prediction right 100%, it can predict the 
label right most of the time about 93% which is 
considered a good prediction model. The strengths of 
this model is that it does not have complex or a lot of 
layers so the time used for training is small. It also 
provides a mixture of techniques to help with model 
overfitting. The weaknesses of this model is that it is 
very sensitive to data diversity. During the training of the 
model, it often memorized the training data and wrongly 
predicted the unseen data although data augmentation is 
applied. Therefore, we also combined other techniques 
to help prevent it from overfitting. We believe that the 
model can be trained more appropriately if we have 
more variations and amount of data. And since we only 
have a simple model and perform well, the model can be 
implemented in a more complicated way with additional 
layers and parameters to better extract the features. 

One possible technique that could be used is 
regularization. L2 regularization or ridge regularization 
is one example of regularization techniques. L2 
regularization works by calculating the penalty function 
when training and makes the weights to be smaller or is 
called weight decay. This technique causes the model to 
be less complex and lower the chance of overfitting. 
Another alternative technique would be using ensemble 
learning. Ensemble learning method uses predictions 
from multiple models. Therefore, it can also help reduce 
the dependency of one model for prediction and makes it 
less likely to model overfitting.  
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