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บทคัดย่อ 

บทความวิจัยน้ีนําเสนอการประยุกต์ใช้ K-Nearest Neighbors 
(KNN) Algorithm ในฐานะแบบจาํลองการถดถอย (Regression Model) 
สําห รับก ารทํานายค่ าตัว เลข โดยนํา เสนอ KNN Regression เ ป็น
แบบจาํลองทางเลือกสําหรับปัญหาท่ีความสัมพนัธ์ของข้อมูลไม่เป็น  
เชิงเส้นหรือเป็นเชิงเส้นอย่างไม่ชดัเจน ซ่ึงแบบจาํลองการถดถอยเชิงเส้น
ทัว่ไปมกัมีขอ้จาํกดั ผลการทดลองมุ่งเน้นการเปรียบเทียบประสิทธิภาพ
ของ KNN Regression กบัแบบจาํลองการถดถอยเชิงเส้นพหุคูณ (Multiple 
Linear Regression) กับชุดข้อมูลจริงจาํนวน 5 ชุด เพ่ือแสดงให้เห็นถึง
ศกัยภาพของ KNN Regression ในการทาํนายค่าตัวเลขได้อย่างแม่นยาํ
เพ่ิมขึ้น นอกจากนั้นยงัได้ศึกษาถึงการปรับแต่งพารามิเตอร์ของ KNN 
Regression อย่างละเอียด เช่น ผลกระทบของการเลือกค่า K (จํานวน
เพื่อนบา้น) วิธีการวดัระยะห่าง (Distance Metrics) รวมทั้งเทคนิค Inverse 
Distance Weighting (IDW) ในการถ่วงนํ้ าหนักเพ่ือนบ้าน ผลการวิจัยน้ี
ช้ีให้เห็นว่า KNN Regression เป็นทางเลือกของแบบจาํลองการถดถอยท่ี
มีประสิทธิภาพ และน่าสนใจสาํหรับการทาํนายค่าตวัเลข โดยเฉพาะอยา่ง
ย่ิงในสถานการณ์ท่ีข้อมูลมีความซับซ้อนและไม่มีความสัมพันธ์เชิง
เส้นตรงท่ีชัดเจน โดยไม่จําเป็นต้องใช้แบบจําลองท่ีซับซ้อนอย่าง
โครงข่ายประสาทเทียม 

คําสําคัญ: การถดถอยแบบเพ่ือนบ้านใกล้ท่ีสุด , การถดถอยเชิงเส้น,  
การถดถอยเชิงเส้นพหุคูณ, การสร้างแบบจาํลองเชิงทาํนาย, การศึกษาเชิง
เปรียบเทียบ 

Abstract 
This research paper presents the application of the K-Nearest 

Neighbors (KNN) algorithm as a regression model for numerical 
prediction. We propose for KNN regression as a viable alternative for 
scenarios characterized by non-linear or ambiguously linear data 
relationships, where conventional linear regression models frequently 
underperform. Our experimental findings concentrate on evaluating the 
efficiency of KNN regression in comparison to established models such 
as multiple linear regression across five datasets. This illustrates the 
capability of KNN regression to achieve more accurate numerical 
predictions. In addition, we explore the effects of distance metrics, the 
inverse distance weighting (IDW) method for neighbor weighting, and 
K-value selection (number of neighbors) in our in-depth parameter tuning 
for KNN regression. The results suggest that KNN regression is an 
efficient and compelling alternative regression model for numerical 
prediction, particularly when dealing with complicated data and 
ambiguous linear correlations. Thus relieves the need for more complex 
models like artificial neural networks. 

Keywords: KNN Regression, Linear Regression, Multiple Linear 
Regression, Predictive Modeling, Comparative Study 
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1. บทนํา 

การวิ เคราะห์ก ารถ ดถอย ( Regression Analysis) เ ป็นหน่ึงใน
เคร่ืองมือสําคญัในงานวิทยาการขอ้มูลและการเรียนรู้ของเคร่ือง โดยมี
บทบาทอย่างย่ิงในการทํานายค่าตัวเลขต่อเน่ืองในหลากหลายการ
ประยกุตใ์ชง้าน อาทิเช่น การคาดการณ์ราคาอสังหาริมทรัพย ์การประเมิน
ประสิทธิภาพพลงังานในอาคาร หรือการทาํนายกาํลงัอดัของวสัดุ เป็นตน้ 
การทํานายค่าท่ีแม่นยาํเหล่าน้ีเป็นหัวใจสําคัญในการสนับสนุนการ
ตัดสินใจเชิงกลยุทธ์และการพัฒนาองค์ความรู้เพ่ือทราบแนวโน้ว
ความสัมพันธ์ของข้อมูล  [1-2] อย่างไรก็ตามการสร้างแบบจําลอง 
การถดถอยท่ีมีประสิทธิภาพสูงนั้นเป็นความท้าทายโดยเฉพาะเมื่อ
ลกัษณะความสัมพนัธ์ของขอ้มูลมีความซบัซอ้น 

แบบจําลองการถดถอยเชิงเส้น ( Linear Regression: LR) และ
แบบจําลองการถดถอยเชิงเส้นพหุคูณ (Multiple Linear Regression: 
MLR) เป็นวิธีการท่ีไดรั้บความนิยมอยา่งแพร่หลาย เน่ืองจากมีความเรียบ
ง่ายและง่ายต่อการตีความ แต่แบบจาํลองเหล่าน้ีมีข้อจํากัดพ้ืนฐานท่ี
สาํคญั คือ ตอ้งอาศยัสมมุติฐานว่าความสัมพนัธ์ระหว่างตวัแปรอิสระและ
ตวัแปรตามเป็นแบบเชิงเส้น ในทางปฏิบติัขอ้มูลจาํนวนมากมกัสะทอ้น
ความสัมพนัธ์ท่ีมีลกัษณะซับซ้อนหรือไม่เชิงเส้น (nonlinear) ซ่ึงทาํให้
ประสิทธิภาพการทาํนายของแบบจาํลองเชิงเส้นลดลงและอาจนําไปสู่
คาํตอบหรือผลลพัธ์ท่ีคลาดเคลื่อน [3-4] 

เ พ่ื อ แ ก้ไ ข ข้อ จํา กัด ดัง ก ล่ า ว วิ ธี เ พ่ื อ น บ้า น ใ ก ล้ ท่ี สุ ด  K ตัว 
(K-Nearest Neighbors: KNN) ซ่ึงเป็นอัลกอริทึมท่ีรู้จักกันดีในงานจัด
หมวดหมู่ (classification) [5-6] ได้รับการพิจารณาว่าเป็นทางเลือกท่ีมี
ศกัยภาพสามารถนาํมาประยุกต์ใชเ้ป็นแบบจาํลองการถดถอยด้วยเพ่ือน
บ้า น ใ ก ล้ เ คี ย ง ท่ี สุ ด  K ตัว  (K-Nearest Neighbors Regression: KNN 
Regression) ด้ว ย คุ ณ ส ม บัติ ข อ ง ก า ร เ ป็ น แ บ บ จํา ล อ ง ท่ี ไ ม่ ขึ้ น กับ
พารามิเตอร์ (non-parametric) และการเรียนรู้เชิงตวัอย่าง (Instance-based 
Learning) ทําใ ห้  KNN Regression ไม่จํา เ ป็นต้องอ าศัย สมมุ ติ ฐ า น 
เชิงเส้นตรงของขอ้มูล และยงัสามารถจบัความสัมพนัธ์ท่ีซับซ้อนหรือไม่
เป็นเชิงเส้นได้โดยธรรมชาติ ซ่ึงสามารถให้ผลลพัธ์การทาํนายท่ีดีกว่า
แบบจาํลองเชิงเส้น โดยไม่ตอ้งขยบัไปใช้แบบจาํลองท่ีมีความซับซ้อน
อย่างเช่น โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN) 
เป็นต้น ซ่ึงมีหลายงานวิจัยท่ียืนยันว่า KNN Regression สามารถให้
ผลลพัธ์ท่ีดีกว่าแบบจาํลองเชิงเส้นพหุคูณในหลายกรณี [7-10] อย่างไรก็
ตามประสิทธิภาพของ  KNN Regressor ยังคงขึ้ นอยู่กับก าร เลือ ก
พารามิเตอร์ (parameter) ท่ีเหมาะสม เช่น จาํนวนเพ่ือนบา้นท่ีใกลท่ี้สุด 
(K) และวิธีวดัระยะห่าง (Distance Metrics) เป็นตน้ [11-13] 

ดัง นั้ น ง า น วิ จัย น้ี จึ ง มี วัต ถุ ป ร ะ ส ง ค์ห ลัก เ พ่ื อ เ ป รี ย บ เ ที ย บ
ประสิทธิภาพของแบบจาํลอง KNN Regression กบัแบบจาํลอง Multiple 
Linear Regression ในการทาํนายค่าตวัเลขบนชุดข้อมูลจริงท่ีมีลกัษณะ
แตกต่างกันทั้ งหมด 5 ชุดข้อมูล ได้แก่  Auto MPG, Boston Housing, 

California Housing Prices, Concrete Compressive Strength และ Energy 
Efficient นอกจากน้ียงัมุ่งเน้นการศึกษาผลกระทบของการปรับแต่ง
พารามิเตอร์ของแบบจาํลอง KNN Regression อย่างละเอียด ทั้งการเลือก
จํานวนเพ่ือนบ้านท่ีใกล้ท่ีสุด  (K) ท่ีเหมาะสมท่ีสุด การใช้วิธีการวัด
ระยะห่างท่ีหลากหลาย และการพิจารณาการถ่วงนํ้ าหนักโดยใชเ้ทคนิค
การถ่วงนํ้าหนกัแบบผกผนัระยะทาง (Inverse Distance Weighting: IDW) 
เพ่ือเพ่ิมความแม่นยาํในการทาํนาย 

2. ทฤษฎีที่เกี่ยวข้อง 
2.1 การถดถอยเชิงเส้นพหุคูณ 

แบบจาํลอง Multiple Linear Regression เป็นการพฒันาต่อยอดจาก
แบบจาํลอง Linear Regression เพ่ือให้สามารถใชต้วัแปรอิสระไดห้ลาย

ตัว  ( )1 2, , ..., nx x x  ใ นก ารทํานายตัวแปรตามเ พียงห น่ึงตัว 

แบบจาํลองน้ียงัคงพิจารณาความสัมพนัธ์เชิงเส้นตรงระหว่างตัวแปร
อิสระแต่ละตวักบัตวัแปรตาม แต่แทนท่ีจะเป็นเส้นตรงในสองมิติจะเป็น
การคน้หาระนาบ (plane) ของคาํตอบหรือไฮเปอร์เพลน (hyperplane) ท่ี
เหมาะสมท่ีสุดในพ้ืนท่ีท่ีมีหลายมิติตามจํานวนของตัวแปรสมการ
พ้ืนฐานสําหรับแบบจาํลองการถดถอยเชิงเส้นพหุคูณแสดงไดด้งัสมการ
ท่ี (1) 

 
0 1 1 2 2 ... n nY X X X    = + + + + +  (1) 

เมื่อ 
Y  คือ ตวัแปรตาม 

1 2, , ..., nX X X  คือ ตวัแปรอิสระ n  ตวั 

0  คือ จุดตดัแกน Y  

1 2, , ..., n    คือ สัมประสิทธ์ิการถดถอยสําหรับตัวแปร
อิสระแต่ละตวั 

  คือ ค่าความคลาดเคลื่อน 
2.2 การถดถอยแบบวิธีเพ่ือนบ้านใกล้ที่สุด K ตัว 

KNN เป็นหน่ึงในอัลกอริทึมการเรียนรู้ของเคร่ืองท่ีไม่ขึ้ นกับ
พารามิเตอร์และเป็นการเรียนรู้เชิงตัวอย่างท่ีเป็นท่ีเข้าใจง่ายและถูก
นาํไปใชอ้ย่างแพร่หลาย โดยทัว่ไปแลว้ KNN มกัจะเป็นท่ีรู้จกัและใชใ้น
งานจดัหมวดหมู่ (Classification) ซ่ึงมีหลกัการคือการจาํแนกขอ้มูลใหม่
ให้อยูใ่นกลุ่มของเพื่อนบา้นท่ีใกลท่ี้สุดส่วนใหญ่ เช่น หากมีจุดขอ้มูลใหม่
ท่ีตอ้งการจาํแนกประเภท อลักอริทึมจะคน้หา K จุดขอ้มูลท่ีอยู่ใกลท่ี้สุด
ในชุดขอ้มูลการฝึกฝน และกาํหนดประเภทให้กบัจุดขอ้มูลใหม่นั้นตาม
คะแนนเสียงส่วนใหญ่ (majority vote) ของเพ่ือนบา้นทั้ง K ตวั อย่างไรก็ตาม 
KNN Algorithm ยังสามารถ นํามาประยุก ต์ใ ช้ใ นงานก ารถ ดถ อ ย 
(regression) ได้เช่นกัน โดยมีหลกัการพ้ืนฐานท่ีคลา้ยคลึงกัน แต่แทนท่ี
จะใชก้ารโหวตเพ่ือกาํหนดประเภท จะเป็นการหาค่าเฉลี่ยของค่าตวัแปร
ตาม โดยหลกัการทาํงานของ KNN Regression มีขั้นตอนดงัต่อไปน้ี 
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1) การคํานวณระยะห่าง เมื่อมีจุดข้อมูลใหม่ 
qx  ท่ีต้องการ

ทาํนายค่าตวัแปรตาม ระบบจะคาํนวณระยะห่าง (distance) ระหว่างจุด
ขอ้มูลใหม่น้ีกบัทุกจุดขอ้มูล ix  ในชุดขอ้มูลการฝึกฝน 

2) การระบุเพ่ือนบา้น ระบุและเลือกจุดขอ้มูล K จุดท่ีอยูใ่กลท่ี้สุด 

( )1 2, , ..., Kx x x  กบัจุดขอ้มูลใหม่ โดยใชเ้กณฑ์การวดัระยะห่างท่ี

กาํหนดไว ้
3) การทาํนายค่า ค่าทาํนาย ˆ

qy  ของตวัแปรตามสาํหรับจุดขอ้มูล

ใหม่นั้น จะไดม้าจากการหาค่าเฉลี่ยของค่าตวัแปรตาม ( iy ) ของ K จุด
ขอ้มูลเพื่อนบา้นท่ีถูกเลือกมา ดงัสมการท่ี (2) 

 
1

1
ˆ

K

q i

i

y y
K =

=   (2) 

เมื่อ 
ˆ
qy  คือ ค่าทาํนายของตวัแปรตามสาํหรับจุดขอ้มูลใหม่ 

qx  

K  คือ จาํนวนเพื่อนบา้นท่ีใกลท่ี้สุด 

iy  คือ ค่าตวัแปรตามของเพื่อนบา้นแต่ละจุด 
นอกจากน้ีความแม่นยาํในการทาํนายอาจเพ่ิมขึ้นไดโ้ดยการใชก้าร

ถ่วงนํ้าหนกัดว้ยระยะห่างผกผนั (Inverse Distance Weighting - IDW) ซ่ึง
จะให้ความสาํคญักบัเพ่ือนบา้นท่ีอยูใ่กลก้ว่า โดยให้นํ้าหนกัท่ีมากกว่ากบั 
เพ่ือนบ้านท่ีอยู่ใกล้ และให้นํ้ าหนักท่ีน้อยกว่ากับเพ่ือนบ้านท่ีอยู่ห่าง
ออกไป ซ่ึงการทาํนายค่าด้วยการหาค่าเฉลี่ยถ่วงนํ้ าหนักด้วยระยะห่าง
ผกผนัสามารถแสดงไดด้งัสมการท่ี 3 

 1

1

ˆ

K

i i

i
q K

i

i

w y

y

w

=

=

=



 (3) 

เมื่อ 

iw  คือ นํ้าหนกัของเพ่ือนบา้นแต่ละจุด โดยทัว่ไปกาํหนดให้ 

( )
1

,
i

q i

w
d x x

=  

( ),q id x x  คือ ระยะห่างระหว่างจุดขอ้มูลใหม่ 
qx  กับเพ่ือน

บา้น ix  
KNN Regression มีข้อ ดี ท่ีสํ าคัญคือ ไ ม่ต้อ ง อา ศัยสม ม ติ ฐ า น 

เชิงเส้นตรงของขอ้มูล ทาํให้สามารถจดัการกับความสัมพนัธ์ท่ีซับซ้อน
หรือไม่เป็นเชิงเส้นไดอ้ยา่งเป็นธรรมชาติ อยา่งไรก็ตามประสิทธิภาพของ 
KNN Regression ขึ้ นอยู่กับการเลือกค่า K และวิธีการวัดระยะห่างท่ี
เหมาะสม 

2.3 การวัดระยะห่าง (Distance Metrics) 

การเลือกวิธีการวดัระยะห่างท่ีเหมาะสมมีผลต่อประสิทธิภาพของ 
KNN เน่ืองจากเป็นตวักาํหนดว่า “เพื่อนบา้น” ถูกนิยามอยา่งไร ระยะห่าง
ท่ีนิยมใชไ้ดแ้ก่ ระยะทางแบบยูคลิค (Euclidean Distance) เป็นระยะทาง
ท่ีใช้กันแพร่หลายท่ีสุด ซ่ึงสามารถคํานวณได้โดยกฎของปีทากอรัส 

สามารถเขียนเป็นสมการได้ดังงน้ี 2 2 2c a b= +  เมื่อ c  เป็นความ
ยาวของดา้นตรงขา้มมุมฉาก และ a  กบั b  เป็นดา้นประกอบมุมฉาก
ทั้งสอง ซ่ึงถา้ให้ a  และ b  เป็นมิติสองมิติ จะไดค้่า c  เป็นระยะทาง
ยูคลิดใน 2 มิติ และเมื่อทาํการขยายผลไปโดยการเพ่ิมจาํนวนมิติท่ีสูงขึ้น
เป็น 3 มิติ โดยให้ g  เป็นมิติ และ h  เป็นระยะทางยูคลิดในปริภูมิ
ยูคลิดท่ีมี 3 มิติ โดยอาศยักฎของปีทากอรัสจะสามารถเขียนเป็นสมการ

ดังน้ี  2 2 2 2 2 2h g c g a b= + = + +  ซ่ึงสามารถอธิบายเป็น
คาํพูดได้ว่าระยะทางยูคลิดระหว่างจุดพิกัดใด  ๆ ยกกําลังสองจะมีค่า
เท่ากบัผลรวมของระยะทางยูคลิดในแต่ละมิติยกกาํลงัสอง หรือกล่าวอีก
นัยนึงว่าเป็นการวดัระยะทางเส้นตรง (straight-line distance) ระหว่าง
สองจุดในปริภูมิ โดยมีนิยามดงัสมการท่ี (4) 

 ( ) ( )
2

1

,
n

i i

i

d p q p q
=

= −  (4) 

โ ด ย ท่ี  ( ),d p q  คื อ  ร ะ ย ะ ท า ง ร ะ ห ว่ า ง จุ ด  p  แ ล ะ  q   

n  คือ จาํนวนมิติ ip  และ iq  คือค่าพิกดัของ p และ q  ในมิติท่ี i   
แต่ยงัมีระยะทางอีกแบบท่ีเป็นท่ีนิยมเช่นกันคือ ระยะทางแบบ 

แมนฮัตตนั (Manhattan Distance) หรือท่ีเรียกอีกอย่างหน่ึงว่าระยะทาง
แบบบล็อกของเมือง (city-block distance) หรือหน่วยวัดระยะของรถ
แท็กซ่ี (taxicab metric) เป็นระยะทางท่ีคาํนวณได้จากการรวมผลต่างค่า
สัมบูรณ์ของแต่ละแกนของจุดสองจุด โดยคาํนวณเฉพาะในแนวแกนตั้ง
และแนวนอนเท่านั้น โดยมีนิยามดงัสมการท่ี (5) 
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รูปท่ี 1 การคาํนวณระยะทางแบบ Euclidean และ Manhattan 
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3. ระเบียบวิธีวิจัย 
การศึกษาน้ีมุ่งเปรียบเทียบประสิทธิภาพของ Multiple Linear 

Regression เทียบกับ KNN Regression โดยทาํการปรับแต่งพารามิเตอร์
ของ KNN Regressor ไดแ้ก่ การเลือกค่า K ท่ีเหมาะสมท่ีสุด การใชวิ้ธีการ
วดัระยะทางท่ีหลากหลาย รวมถึงการประยกุตใ์ชเ้ทคนิค Inverse Distance 
Weighting (IDW) เพ่ือถ่วงนํ้าหนกัของเพ่ือนบา้นในการเพ่ิมความแม่นยาํ
ในการทาํนาย ขั้นตอนการดาํเนินการสามารถสรุปไดต้ามรูปท่ี 2 

การเตรียมขอ้มูล
(Data Preparation)

การตรวจสอบคุณภาพขอ้มูล
(Data Inspection & Cleaning)

ขอ้มูล
(Data)

สร้างแบบจาํลอง
การถดถอยเชิงเส้นพหุคูณ

(Multiple Linear Regression)

สร้างแบบจาํลอง
การถดถอยเชิงเส้น

แบบ K-Nearest Neighbors
(KNN Regression)

MLR model 1 KNN  Regression
Model

ขอ้มูลทดสอบ
(Testing Data)

ขอ้มูลฝึกสอน
(Training Data)

การจดัการค่าท่ีหายไป
(Handling Missing Values)

การแบ่งชุดข้อมูล
(Data Splitting)

การปรับขนาดขอ้มูล
ดว้ยวิธีต ํ่าสุด–สูงสุด
(Min–Max Scaling)

สร้างแบบจาํลอง
การถดถอยเชิงเส้นพหุคูณ

(Multiple Linear Regression)

MLR model 2

พยากรณ์ผลลพัธ์
(Prediction)

เปรียบเทียบผล
การประเมินแบบจาํลอง

(Compare Model Evaluation)

พยากรณ์ผลลพัธ์
(Prediction)

พยากรณ์ผลลพัธ์
(Prediction)

การปรับขนาดขอ้มูล
ดว้ยวิธีต ํ่าสุด–สูงสุด
(Min–Max Scaling)

 
รูปท่ี 2 ภาพรวมระบบ 

3.1 ข้อมูล 
ในการศึกษาคร้ังน้ีได้เลือกใช้ชุดข้อมูลจํานวน 5 ชุดท่ีมีความ

หลากหลาย ทั้งในดา้นลกัษณะขอ้มูลและบริบทการใชง้าน เพ่ือทดสอบ
แบบจาํลองการถดถอย โดยชุดขอ้มูลทั้ง 5 ชุดมีรายละเอียดดงัน้ี 

1) Auto MPG ชุดขอ้มูลน้ีรวบรวมจากรถยนต์หลากหลายรุ่น โดย
มุ่งเน้นการวิเคราะห์อัตราส้ินเปลืองเช้ือเพลิง (Miles per Gallon หรือ 
MPG) ตวัแปรตน้ประกอบดว้ยนํ้ าหนกัรถยนต ์ความจุเคร่ืองยนต ์จาํนวน
ลูกสูบ ปีผลิต และตน้กาํเนิด ชุดขอ้มูลน้ีมกัใชใ้นงานเปรียบเทียบโมเดล
ทาํนายทางกลศาสตร์ยานยนต ์

2) Boston Housing ชุดขอ้มูลน้ีใชส้าํหรับวิเคราะห์ราคาบา้นในเขต
เมืองบอสตัน โดยอ้างอิงจากคุณลักษณะต่าง ๆ เช่น อัตราการเกิด
อาชญากรรม สัดส่วนพ้ืนท่ีท่ีอยู่อาศยั และระยะห่างจากศูนยก์ลางธุรกิจ 
ตวัแปรเป้าหมายคือราคาบา้นเฉลี่ย ซ่ึงเป็นขอ้มูลเชิงต่อเน่ือง เหมาะสม
สาํหรับการทดลองดา้นการพยากรณ์แบบ regression 

3) California Housing Prices เป็นชุดข้อมูลท่ีรวบรวมรายละเอียด
ของท่ีพกัอาศัยในรัฐแคลิฟอร์เนีย เช่น จาํนวนห้องนอน รายได้เฉลี่ยของ 
ผูอ้ยู่อาศยั และจาํนวนผูอ้ยู่อาศยัต่อยูนิต จุดเด่นของชุดขอ้มูลน้ีคือมีขนาด
ใหญ่ และสะทอ้นลกัษณะตลาดอสังหาริมทรัพยจ์ริง เหมาะสําหรับทดสอบ
ความสามารถของโมเดลในงานท่ีมีความซับซ้อนเชิงพ้ืนท่ีและสังคม 

4) Concrete Compressive Strength ชุดข้อมูลน้ีรวบรวมจากการ
ทดลองในห้องปฏิบัติการ เพ่ือศึกษาความแข็งแรงของคอนกรีต โดย
พิจารณาจากองค์ประกอบ เช่น ปริมาณซีเมนต์ นํ้ า ทราย สารผสมเพ่ิม 
และอายุของคอนกรีต (วนั) ตวัแปรเป้าหมายคือค่ากาํลงัอดัของคอนกรีต 
ซ่ึงสามารถใชเ้ปรียบเทียบความแม่นยาํของโมเดลในงานวสัดุก่อสร้างได ้

5) Energy Efficiency ชุดขอ้มูลน้ีเก่ียวขอ้งกับการออกแบบอาคาร
ประหยดัพลงังาน โดยมีตวัแปรตน้อย่างเช่น ความหนาของผนัง ทิศทาง
อาคาร อตัราส่วนพ้ืนท่ีกระจก และประเภทหลงัคา ตวัแปรเป้าหมายคือ
ประสิทธิภาพด้านความร้อนและการใช้พลังงานรวม เหมาะกับงาน
วิเคราะห์ในสาขาวิศวกรรมส่ิงแวดลอ้มและพลงังาน 

ในการทดลองน้ีเลือกใชเ้ฉพาะตวัแปรเชิงตวัเลข เน่ืองจากตวัแปร
ประเภทขอ้ความ (string) จาํเป็นตอ้งผา่นกระบวนการแปลงเป็นค่าตวัเลข
ก่อนจึงจะสามารถนาํไปใชก้บัแบบจาํลองการถดถอยได ้ซ่ึงเป็นการเพ่ิม
ความซบัซอ้นโดยไม่จาํเป็น จากชุดขอ้มูลทั้ง 5 ชุดพบว่ามีตวัแปรประเภท
ข้อความจาํนวน 2 ตัวแปร คือ ตัวแปร car model name ท่ีแสดงช่ือรุ่น
รถยนต์ในชุดขอ้มูล Auto MPG และตวัแปร ocean_proximity ท่ีแสดงถึง
ทําเลท่ีตั้ งของท่ีอยู่อาศัยตามระยะห่างจากชายฝ่ังทะเลในชุดข้อมูล 
California Housing Prices ดงันั้นจึงไม่นาํตวัแปรทั้งสองมาใชใ้นงานวิจยัน้ี 

3.2 การเตรียมข้อมูล 
การเตรียมข้อมูล (Data Preparation) เป็นกระบวนการพ้ืนฐาน

สําหรับการวิเคราะห์ขอ้มูล ซ่ึงช่วยให้ขอ้มูลมีความถูกต้องและพร้อม 
ใชง้าน ในงานวิจยัน้ีแบ่งกระบวนการเตรียมขอ้มูลออกเป็น 3 ส่วน คือ 

1) การตรวจสอบคุณภาพขอ้มูล (Data Inspection & Cleaning) เป็น
การตรวจสอบข้อมูลเ บ้ืองต้นก่อนการนําไปใช้งาน โดยจะมีการ
ตรวจสอบค่าท่ีหายไป (Missing values) ตรวจหาค่าผิดปกติ (Outliers) 
แกไ้ขค่าซํ้ าซ้อน (Duplicates) และตรวจสอบชนิดของตวัแปร (Data types) 
ให้ถูกตอ้ง เช่น จาํนวนเต็ม ทศนิยม ขอ้ความ (string) เป็นตน้ 

2) การจัดการค่าท่ีหายไป (Handling Missing Values) เมื่อมีการ
ตรวจพบขอ้มูลบางแถวมีค่าในบางคอลมัน์ขาดหายไป จะดาํเนินการเติม
ขอ้มูลดว้ยค่าเฉลี่ยของคอลมัน์ดงักล่าวจากขอ้มูลท่ีมีอยูท่ ั้งหมด 
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3) การแบ่งชุดขอ้มูล (Data Splitting) ถูกใชส้ําหรับการตรวจสอบ
ความถูกตอ้งของแบบจาํลอง ซ่ึงในงานวิจยัน้ีใชม้ีการแบ่งขอ้มูลออกเป็น
ชุดฝึกสอน (training set) และชุดทดสอบ (test set) โดยใช้เทคนิคการ
ตรวจสอบไขวแ้บบ K ตอน (K-fold Cross Validation) กล่าวคือ ชุดขอ้มูล
ทั้งหมดจะถูกแบ่งออกเป็น 5 ส่วน (folds) เท่า ๆ กนั จากนั้นจะทาํการวน
ซํ้า 5 รอบ โดยในแต่ละรอบจะเลือกขอ้มูล 1 ส่วนเป็นชุดทดสอบ และใช้
ส่วนท่ีเหลืออีก 4 ส่วนเป็นชุดฝึกสอน เมื่อครบทั้ง 5 รอบจะได้ผลการ
ประเมิน 5 ค่า แลว้นาํมาหาค่าเฉลี่ยเพ่ือวดัประสิทธิภาพของแบบจาํลอง 

3.3 การปรับขนาดข้อมูลการปรับขนาดข้อมูลด้วยวิธีตํ่าสุด–สูงสุด 
การปรับขนาดขอ้มูลด้วยวิธีตํ่าสุด–สูงสุด (Min–Max Scaling) คือ

เทคนิคการปรับค่าของตวัแปรเชิงตวัเลขให้อยู่ในช่วง [0, 1] โดยสามารถ
คาํนวณไดจ้ากสมการท่ี (6) 

 
( )

( ) ( )

min

max min

x x
x

x x

−
 =

−
 (6) 

เมื่อ x  คือค่าเดิม และ x  คือค่าท่ีถูกปรับขนาดขอ้มูลแลว้ วิธีน้ี
ช่วยลดความแตกต่างของสเกลระหว่างตัวแปร ทาํให้ตัวแปรทุกตัวมี
นํ้ าหนักเท่าเทียมกนัในกระบวนการวิเคราะห์ เหมาะสําหรับอลักอริทึมท่ี
อ่อนไหวต่อระยะทางหรือขนาดของขอ้มูล เช่น KNN, Neural Networks 
เป็นตน้ เน่ืองจากช่วยให้การคาํนวณระยะทางหรือการหาค่าความสัมพนัธ์
มีความถูกตอ้งและมีประสิทธิภาพมากขึ้น 

3.4 การประเมินผล 
งานวิจยัน้ีใช้ตวัช้ีวดัในการประเมินประสิทธิภาพของแบบจาํลอง

การถดถอยเชิงเส้นพหุคูณและการถดถอยแบบวิธีเพ่ือนบา้นใกลท่ี้สุด K 
ตวั จาํนวน 4 ค่า ดงัน้ี 

1) ค่าความคลาดเคลื่อนเฉลี่ ยสัมบูรณ์ ( Mean Absolute Error: 
MAE) เป็นตวัช้ีวดัท่ีใชป้ระเมินความแม่นยาํของแบบจาํลองโดยคาํนวณ
จากค่าเฉลี่ยของผลต่างเชิงสัมบูรณ์ระหว่างค่าท่ีแบบจาํลองทาํนายไดก้บั
ค่าจริง ดงัสมการท่ี (7) 

 
1

1
ˆ

n

i i

i

MAE y y
n =

= −  (7) 

เมื่อ iy  คือค่าจริง ˆiy  คือค่าท่ีทาํนายได ้และ n  คือจาํนวนขอ้มูล
ทั้งหมด ค่าน้ีแสดงถึงความคลาดเคลื่อนเฉลี่ยในหน่วยเดียวกับขอ้มูล
ตน้ฉบบั โดยค่าตํ่าแสดงว่าแบบจาํลองสามารถทาํนายไดใ้กลเ้คียงกบัค่าจริง 

2) ค่าความคลาดเคลื่อนกําลังสองเฉลี่ย ( Mean Squared Error: 
MSE) เป็นตวัช้ีวดัท่ีใชป้ระเมินประสิทธิภาพของแบบจาํลอง โดยคาํนวณ
จากค่าเฉลี่ยของผลต่างระหว่างค่าจริงกับค่าท่ีแบบจําลองทํานายได้   
ยกกาํลงัสองก่อนนาํมาเฉลี่ย ดงัสมการท่ี (8) 
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เมื่อ iy  คือค่าจริง ˆiy  คือค่าท่ีทาํนายได ้และ n  คือจาํนวนขอ้มูล
ทั้งหมด ซ่ึงค่าท่ีนอ้ยแสดงถึงความแม่นยาํของแบบจาํลองท่ีมาก ตวัช้ีวดัน้ี
เหมาะในการตรวจจบัโมเดลท่ีมีการทาํนายผิดพลาดรุนแรง เพราะให้
ความสาํคญักบัความผิดพลาดท่ีมีขนาดใหญ่ 

3) รากท่ีสองของความคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean 
Squared Error: RMSE) ตัวช้ีวัดน้ีอ่านค่าได้ง่ายกว่า MSE เน่ืองจากค่า
ความผิดพลาดถูกคาํนวณกลับมาในหน่วยเดิมของข้อมูล ซ่ึงสามารถ
คาํนวณไดด้งัสมการท่ี (9) 
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เมื่อ iy  คือค่าจริง ˆiy  คือค่าท่ีทาํนายได ้และ n  คือจาํนวนขอ้มูล
ทั้งหมด ซ่ึงค่าท่ีน้อยแสดงถึงความแม่นยาํของแบบจาํลองท่ีมาก เหมาะ
ในการตรวจจบัโมเดลท่ีมีการทาํนายผิดพลาดรุนแรงเช่นเดียวกบั MSE 

4) ค่าสัมประสิทธ์ิการตดัสินใจ (Coefficient of Determination: R2) 
เป็นตวัช้ีวดัท่ีใช้บ่งบอกว่าแบบจาํลองสามารถอธิบายความแปรปรวน
ของตวัแปรตามได้มากน้อยเพียงใด โดยมีค่าตั้งแต่ −  ถึง 1 ซ่ึงค่าท่ี
ใกล ้1 หมายถึงแบบจาํลองสามารถอธิบายขอ้มูลไดดี้ ในขณะท่ีค่าท่ีใกล้
ศูนยห์รือเป็นลบสะทอ้นว่าแบบจาํลองมีประสิทธิภาพตํ่าหรืออาจแย่กว่า
การใช้ค่าเฉลี่ยของข้อมูลเป็นตัวทํานาย ซ่ึงสามารถ คํานวณได้จาก   
สมการท่ี (10) 
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เมื่อ iy  คือค่าจริง ˆiy  คือค่าท่ีทาํนายได ้และ n  คือจาํนวนขอ้มูล
ทั้งหมด ซ่ึงค่าท่ีนอ้ยแสดงถึงความแม่นยาํของแบบจาํลองท่ีมาก ตวัช้ีวดัน้ี
เหมาะในการตรวจจบัโมเดลท่ีมีการทาํนายผิดพลาดรุนแรง 

4. ผลการทดลองและอภิปรายผล 
ในส่วนน้ี ผลลพัธ์ท่ีไดจ้ากแบบจาํลองการถดถอยระหว่าง Multiple 

Linear Regression เทียบกับ KNN Regression โดยท่ี KNN Regression มี
การปรับค่าพารามิเตอร์ 3 แบบ ดงัน้ี การเลือกค่า K (1 ถึง 20) การคาํนวณ
ระยะทาง (Euclidean และ Manhattan) และการถ่วงนํ้ าหนักเพ่ือนบ้าน 
(Inverse Distance Weighting) จะถูกนํามาอภิปรายโดยพิจารณาจาก
ประสิทธิภาพการทาํนาย ประสิทธิภาพของแบบจาํลองไดรั้บการประเมิน
โดยพิจารณาจาก คะแนน MAE, MSE, RMSE แล ะ  R2 ของแต่ล ะ
แบบจาํลองและแต่ละชุดขอ้มูล  
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(a) Auto MPG (b) Boston housing 

  
(c) California housing prices (d) Concrete Compressive Strength 

  
(e) Energy Efficiency (Cooling Load) (f) Energy Efficiency (Heating Load) 

รูปท่ี 3 ค่า R2 ของการปรับค่าพารามิเตอร์ KNN Regression ในการทาํนายของแต่ละชุดขอ้มูล 

ตารางท่ี 1 ตวัช้ีวดัประสิทธิภาพของแบบจาํลองการถดถอยของแต่ละชุดขอ้มูล 

Dataset 
MLR MLR (min-max) KNN KNN parameter 

MAE MSE RMSE R2 MAE MSE RMSE R2 MAE MSE RMSE R2 K distance weight 

Auto MPG 2.569 11.550 3.391 0.8030 2.6503 11.806 3.428 0.7990 1.9721 7.372 2.701 0.8717 4 Manhattan IDW 
Boston 3.178 20.985 4.505 0.7461 3.6177 27.271 5.162 0.6664 2.9033 19.584 4.340 0.7625 3 Manhattan IDW 

California  50,832.41  4,851M  69,621.288  0.6358  69,415.33  8,897M 93,515.503 0.3324  43,579.14  4,155M  64,425.66  0.6882 16 Euclidean IDW 
Concrete  8.326 109.759 10.469 0.5998 8.367 112.219 10.583 0.5897 6.7858 78.703 8.859 0.7143 5 Manhattan IDW 

Energy (Cooling) 2.2702 10.3827 3.2044 0.8859 2.2702 10.3827 3.2044 0.8859 1.2743 3.5618 1.8618 0.9613 5 Manhattan IDW 
Energy (Heating) 2.0931 8.7028 2.9452 0.9140 2.0931 8.7028 2.9452 0.9140 0.9636 2.0712 1.4359 0.9795 5 Manhattan IDW 

* หมายเหตุ : IDW คือการถ่วงนํ้าหนกัแบบ Inverse Distance Weighting 
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การเปรียบเทียบแบบจาํลองการถดถอยระหว่าง Multiple Linear 
Regression เทียบกบั KNN Regression ท่ีมีการปรับค่าพารามิเตอร์แบบ
ต่าง ๆ มีทั้งหมด 6 แบบดงัน้ี 

1) MLR คือการทาํนายด้วย Multiple Linear Regression โดยใช้
ขอ้มูลท่ีไม่มีการปรับช่วงค่าขอ้มูล 

2) MLR_MM คือการทํานายด้วย  Multiple Linear Regression 
โดยใชข้อ้มูลท่ีมีการปรับช่วงค่าขอ้มูลดว้ยวิธีตํ่าสุด–สูงสุด 

3) KNN_ED คือการทาํนายดว้ย KNN Regression โดยใชวิ้ธีการ
คาํนวณระยะห่างแบบ Euclidean แต่ไม่มีการถ่วงนํ้าหนกั 

4) KNN_ED_W คือการทํานายด้วย KNN Regression โดยใช้
วิธีการคาํนวณระยะห่างแบบ Euclidean ท่ีมีการถ่วงนํ้ าหนักระยะห่าง
แบบผกผนัระยะทาง (IDW) 

5) KNN_MD คือก ารทํานายด้ว ย  KNN Regression โดยใ ช้
วิธีการคาํนวณระยะห่างแบบ Manhattan แต่ไม่มีการถ่วงนํ้าหนกั 

6) KNN_MD_W คือการทํานายด้วย KNN Regression โดยใช้
วิธีการคํานวณระยะห่างแบบ Manhattan ท่ีมีการถ่วงนํ้ าหนักแบบ
ผกผนัระยะทาง (IDW) 

โดยการทํานายด้วย KNN Regression ทุกวิธีจะมีการปรับ
ค่าพารามิเตอร์จาํนวนเพื่อนบา้น (K) ตั้งแต่ 1 ถึง 20 และขอ้มูลท่ีใชใ้น 
KNN Regression จะถูกปรับช่วงค่าขอ้มูลด้วยวิธีตํ่าสุด-สูงสุดก่อนท่ี
นําไปใช้งาน เน่ืองจาก KNN Regression มีการคาํนวณระยะทางใน
การคน้หาเพ่ือนบา้นท่ีใกลท่ี้สุดเพ่ือนํามาทาํนายผลลพัธ์ ดงันั้นความ
แตกต่างของช่วงค่า (scale) ของแต่ละตวัแปรยอ่มส่งผลโดยตรงต่อการ
คาํนวณหาเพ่ือนบา้นและผลการทาํนายดว้ย 

รูปท่ี 2 แสดงผลการเปรียบเทียบค่าสัมประสิทธ์ิการตดัสินใจ 
(R²) จากการปรับค่าพารามิเตอร์ KNN regression จาํนวน 3 ค่า คือ การ
เลือกจํานวนเพ่ือนบ้านท่ีใกล้ท่ีสุด  (K) วิธีการวัดระยะห่างแบบ 
Euclidean และ Manhattan และการถ่วงนํ้ าหนักแบบผกผันระยะ
ทางการคาํนวณระยะทาง (IDW) โดยท่ีชุดขอ้มูล Auto-MPG, Boston 
Housing, Concrete Compressive Strength และ Energy Efficiency จะ
มีค่าสัมประสิทธ์ิการตดัสินใจดีท่ีสุด เมื่อใช้วิธีการคาํนวณระยะห่าง
แบบ Manhattan ท่ีมีการถ่วงนํ้ าหนักระยะห่างแบบผกผนัระยะทาง 
และ K มีค่าอยู่ระหว่าง 3 ถึง 5 แต่ถา้มีการเพ่ิมค่า K ขึ้นไปมากกว่าน้ี 
ประสิทธิภาพจะมีแนวโน้มลดลง ส่วนชุดขอ้มูล California Housing 
Prices จะมีค่าสัมประสิทธ์ิการตดัสินใจดีท่ีสุด เมื่อใช้วิธีการคาํนวณ
ระยะห่างแบบ Euclidean ท่ีมีการถ่วงนํ้ าหนักระยะห่างแบบผกผัน
ระยะทาง และใช้ K = 16 แต่ เมื่อพิจารณาโดยละเอียดจะพบว่าค่า
สัมประสิทธ์ิการตดัสินใจจะเร่ิงคงท่ีเมื่อ K   10 

ดังนั้ นเมื่อได้ค่าของพารามิเตอร์ของ KNN Regression จาก
ผลลพัธ์ในรูปท่ี 2 แลว้ จึงสามารถนาํผลการทาํนายท่ีไดม้าเปรียบเทียบ
กับ Multiple Linear Regression ทั้งแบบท่ีไม่มีการปรับช่วงค่าข้อมูล

และแบบมีการปรับช่วงค่าขอ้มูลดว้ยดว้ยวิธีตํ่าสุด–สูงสุด ไดด้งัตาราง
ท่ี  1  ซ่ึงผลลัพธ์พบว่า  KNN Regression ให้ผลการทํานายดีกว่า 
Multiple Linear Regression ทั้ งแบบท่ีไม่มีการปรับช่วงค่ าข้อมูล 
(MLR) และแบบท่ีมีการปรับช่วงค่าข้อมูลด้วยด้วยวิธีตํ่าสุด-สูงสุด 
(MLR min-max) ในทุกชุดขอ้มูล โดยพิจารณาจากค่า MAE, MSE และ 
RMSE ท่ีมีค่าตํ่ากว่า และค่า R2 ท่ีสูงกว่า เมื่อพิจารณาในชุดข้อมูล 
Auto MPG และ Boston Housing จะพบว่าค่า R2 ของ KNN Regression 
มีค่าอยู่ท่ี 0.8717 และ 0.7625 ตามลาํดับ ซ่ึงสูงกว่า Multiple Linear 
Regression ทั้งสองแบบ ส่วนชุดขอ้มูล California Housing Prices จะ
พบว่าแบบจําลองการถดถอยทุกแบบ มีความคลาดเคลื่อนสูง
เน่ืองมาจากตวัแปรมีช่วงค่าขอ้มูลท่ีกวา้ง แต่ KNN Regression ยงัคง
ให้ค่า R2 ท่ีดีกว่า (R2=0.6882) เมื่อเทียบกบั Multiple Linear Regression 
แบบท่ีมีการปรับช่วงค่าข้อมูลด้วยด้วยวิธีตํ่าสุด-สูงสุด (MLR min-
max) ท่ีให้ค่า R2 ลดลงเหลือเพียง 0.3324 ซ่ึงผลดงักล่าวน้ีสะทอ้นให้
เห็นว่าการปรับช่วงค่าขอ้มูลไม่ไดส่้งผลให้การทาํนายมีความแม่นยาํ
เพ่ิมมากขึ้น แต่อาจจะทาํให้ผลลพัธ์แย่ลงมากกว่าเดิม สําหรับผลลพัธ์
ของชุดขอ้มูล Concrete Compressive Strength ยงัคงสอดคลอ้งกับชุด
ขอ้มูล Auto MPG และ Boston Housing โดย KNN Regression ให้ค่า 
R2 เท่ากบั 0.7143 ซ่ึงสูงกว่า Multiple Linear Regression ทุกแบบ ส่วน
ชุดข้อมูล  Energy Efficiency ทั้ งแบบท่ีทํานาย Cooling load และ 
Heating load นั้น KNN Regression ให้ค่า R2 มากกว่าในทุกชุดขอ้มูล 
โดยให้ค่า R2 เท่ากบั 0.9613 และ 0.9795 ตามลาํดบั 

เมื่อพิจารณาพารามิเตอร์ของ KNN Regression ในตารางท่ี 1 จะ
พบว่าก ารใ ช้ค่ าถ่ วงนํ้ าห นัก แ บบ ผก ผัน ระยะ ทา ง  ( IDW) ใ ห้
ประสิทธิภาพดีกว่าในทุกชุดขอ้มูล โดยท่ีการคาํนวณระยะทางส่วน
ใหญ่จะคาํนวณดว้ยวิธี Manhattan ยกเวน้ชุดขอ้มูล California housing 
prices ท่ีใช้วิธีการคํานวณระยะทางแบบ Euclidean เมื่อพิจารณาท่ี
จาํนวนเพ่ือนบ้าน (K) ส่วนใหญ่จะใช้ค่าอยู่ระหว่าง 3 ถึง 5 ยกเวน้ 
California housing prices ท่ีใชค้่า K เท่ากบั 16 

โดยผลการทดลองทั้งหมดสามารถสรุปได้ว่า KNN Regression ท่ี
ใช้เทคนิคการถ่วงนํ้ าหนักแบบผกผันระยะทาง (IDW) และเลือก
ค่าพารามิเตอร์ท่ีเหมาะสม ให้ผลการทาํนายได้ดีกว่า Multiple Linear 
Regression ทั้งในกรณีท่ีไม่ปรับช่วงค่าขอ้มูลและแบบท่ีมีการปรับช่วง
ค่าขอ้มูลดว้ยวิธีตํ่าสุด-สูงสุด 

5. สรุป 
จากการทดลองเปรียบเทียบประสิทธิภาพของแบบจําลอง 

Multiple Linear Regression ทั้งแบบท่ีมีและไม่มีการปรับช่วงค่าขอ้มูล 
กบัแบบจาํลอง KNN Regression ในหลายชุดขอ้มูล พบว่าแบบจาํลอง 
KNN Regression ท่ีใช้เทคนิคการถ่วงนํ้ าหนักแบบผกผันระยะทาง 
(IDW) และการเลือกจํานวนเพ่ือนบ้าน (K) ให้ผลลัพธ์ ท่ี ดีกว่า
แ บ บ จํา ล อ ง  Multiple Linear Regression ทั้ ง ใ น แ ง่ ข อ ง ค่ า ค ว าม



Thailand Electrical Engineering Journal, Vol. 6 No. 1, January - April 2026 
 

54 
 

คลาดเคลื่อน (MAE, MSE, RMSE) ท่ีตํ่ ากว่า และค่า  R2 ท่ี สูงกว่า 
โ ด ย เ ฉ พ า ะ ใ น ชุ ด ข้อ มู ล  Auto-MPG, Boston Housing, Concrete 
Compressive Strength แล ะ  Energy Efficiency แบบจําล อง KNN 
Regression แสดงประสิทธิภาพการทาํนายท่ีดีกว่าอย่างชัดเจน แสดง
ให้เห็นถึงความยืดหยุน่และศกัยภาพของแบบจาํลอง KNN Regression 
ในการจดัการขอ้มูลท่ีมีความซับซอ้น อย่างไรก็ตาม ผลการทดลองยงั
สะทอ้นให้เห็นขอ้จาํกดัของแบบจาํลอง Multiple Linear Regression ท่ี
ไม่สามารถจดัการขอ้มูลท่ีมีความไม่เชิงเส้นไดดี้นัก แมจ้ะมีการปรับ
ช่วงค่าขอ้มูลด้วยวิธีตํ่าสุด-สูงสุด ซ่ึงสามารถสรุปได้ว่าแบบจําลอง 
KNN Regression เ ป็ น แ บ บ จํา ล อ ง ท่ี มี ค ว า ม เ ห ม า ะ ส ม แ ล ะ มี
ประสิทธิภาพสูงในการพยากรณ์ขอ้มูลท่ีมีความซับซ้อนหลากหลาย 
โดยเฉพาะเมื่อใชร่้วมกบัการนํ้ าหนักแบบผกผนัระยะทาง (IDW) และ
การเลือกจาํนวนเพื่อนบา้น (K) ท่ีเหมาะสม 

แนวทางในการวิจยัต่อไปคือการเปรียบเทียบ KNN regression 
กับโครงข่ายประสาทเทียม (Artificial Neural Networks: ANN) บน
ปัญหาท่ีมีความไม่เป็นเชิงเส้นสูง (Highly nonlinear) เพ่ือประเมิน
แนวโน้มในการจดัการปัญหา โดยใช้กระบวนการเตรียมขอ้มูลแบบ
เ ดี ย ว กัน  แ บ่ ง ชุ ด ข้อ มู ล แ บ บ  k-fold cross-validation แ ล ะ ป รั บ
ค่าพารามิเตอร์ต่าง ๆ อย่างเป็นระบบ จากนั้นประเมินประสิทธิภาพ
จากค่าตวัช้ีวดั คือ MAE, MSE, RMSE และ R2 รวมทั้งการพิจารณาใน
ดา้นเวลาการเรียนรู้ เวลาในการทาํนาย และการใชห้น่วยความจาํ ซ่ึง
โดยทัว่ไปแลว้โครงข่ายปราสาทเทียมอาจจะให้ผลลพัธ์ท่ีดีกว่า KNN 
Regression แต่ เ น่ืองจาก KNN Regression มี รูปแบบการทํางานท่ี
ซับซ้อนน้อยกว่า กล่าวคือ KNN Regression ไม่จาํเป็นท่ีจะตอ้งฝึกฝน
โมเดล (train model) ใหม่ เมื่อมีข้อมูลใหม่ เข้ามา  ซ่ึงแตกต่างกับ
โครงข่ายปราสาทเทียม ดงันั้นจึงทาํให้ KNN Regression ยงัคงมีความ
น่าสนใจท่ีถูกนาํไปใชง้านไดเ้หมาะสมมากกว่าในบางสถานการณ์ 
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