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บทคัดย่อ 

งานวิจยัน้ีน าเสนอการเปรียบเทียบโครงสร้างของโมเดลโครงข่าย
ประสาทเทียมแบบคอนโวลูชัน (CNN) ส าหรับการจ าแนกส าเนียง
ภาษาไทย โดยเปรียบเทียบระหว่างสถาปัตยกรรมแบบขนานท่ีใช้ตัว
กรองหลายขนาดพร้อมกันตามแนวทางของ VFNet: A Convolutional 
Architecture for Accent Classification [1] กบัสถาปัตยกรรมแบบอนุกรม
ท่ีเรียงตวักรองขนาดต่างกันในแต่ละเลเยอร์ (เช่น 3→5→7) อินพุตท่ี
ใชค้ือคุณลกัษณะ MFCC ท่ีสกดัจากชุดขอ้มูลเสียง Thai Dialect Corpus 
[2] ผลการทดลองแสดงให้เห็นว่า โมเดลทั้ งสองแบบให้ค่า Accuracy 
และ F1-score ใกลเ้คียงกนั อยา่งไรก็ตาม เมื่อพิจารณาจ านวนพารามิเตอร์
และค่า Cross Entropy Loss พบว่าโครงสร้างแบบอนุกรมบางรูปแบบ 
เช่น  5→ 5→ 5 และ 7→ 5→ 3 ให้ ผลลัพธ์ ท่ี ดีก ว่าทั้ งในด้าน
ประสิทธิภาพและความประหยดัทรัพยากร ทั้ งน้ี การวิเคราะห์ขนาด 
Receptive Field (RF) แบบ 2 มิติ ยงัช่วยอธิบายได้ว่า โครงสร้างท่ีมี RF 
ขนาดกลางจะให้ผลการจ าแนกท่ีดีกว่าโครงสร้างท่ีมี RF เล็กหรือใหญ่
เกินไป สะทอ้นให้เห็นถึงขอ้ได้เปรียบของการออกแบบสถาปัตยกรรม
โมเดลอย่างเหมาะสม ส าหรับการใช้งานจริงในสภาพแวดล้อมท่ีมี
ขอ้จ ากดัดา้นหน่วยประมวลผลและหน่วยความจ า  

ค าส าคัญ: ส าเนียงภาษาไทย, การจ าแนกส าเนียง, CNN, VFNet, MFCC 

Abstract 
This research presents a comparative study of Convolutional 

Neural Network (CNN) architectures for Thai accent classification. It 
contrasts a parallel architecture based on [1] VFNet: A Convolutional 
Architecture for Accent Classification, which uses multi-size filters 
simultaneously, with a sequential architecture that stacks different 
kernel sizes across layers (e.g., 3→5→7). The input features are Mel-
Frequency Cepstral Coefficients (MFCCs) extracted from the Thai 
Dialect Corpus [2]. Experimental results show that both models achieve 
comparable accuracy and F1-scores. However, further analysis reveals 
that sequential models such as 5→5→5 and 7→5→3 outperform 

the VFNet-based parallel architecture in terms of lower parameter count 
and cross-entropy loss. A detailed 2D receptive field (RF) analysis also 
indicates that architectures with moderate RF sizes tend to deliver better 
classification performance compared to those with very small or 
excessively large RFs. These findings emphasize the practical 
advantages of well-structured sequential CNNs for real-world 
deployment under computational and memory constraints. 

Keywords:  Thai accent, accent classification, CNN, VFNet, MFCC 

1. บทน า 
ในยุคท่ีเทคโนโลยีรู้จ าเสียงพูด (Automatic Speech Recognition: 

ASR) มีบทบาทส าคัญต่อการส่ือสารระหว่างมนุษย์กับเคร่ืองจกัร เช่น 
ระบบผู ้ช่วยอัจฉริยะ (Voice Assistant), ระบบบริการลูกค้าอัตโนมัติ 
(Chatbot) และระบบสั่งงานด้วยเสียง เทคโนโลยีเหล่าน้ีตอ้งอาศยัความ
แม่นย  าในการเขา้ใจเสียงพูดของผูใ้ชจ้ากหลากหลายภูมิภาค ความทา้ทาย
ท่ีส าคัญในการพัฒนาระบบ ASR ภาษาไทยคือความหลากหลายของ
ส าเนียง ซ่ึงกระตุ ้นให้เกิดงานวิจัยท่ีมุ่งเน้นการสร้างชุดข้อมูลเสียงท่ี
ครอบคลุมความแตกต่างของส าเนียง [2] และการพัฒนาเทคนิคเพ่ือ
รองรับความแปรปรวนของส าเนียง  

แม้ว่าสถาปัตยกรรม CNN จะถูกใช้อย่างแพร่หลายและประสบ
ความส าเร็จอย่างสูงในงานประมวลผลภาพ แต่ก็มีงานวิจยัจ านวนมากท่ี
แสดงให้เห็นถึงศักยภาพในการน ามาประยุกต์ใช้กับข้อมูลเสียงใน
รูปแบบ 2 มิติ เช่น สเปกโตรแกรม [3] ซ่ึงให้ผลลพัธ์ท่ีดีกว่าเทคนิคดั้งเดิม 
ต่อมาไดม้ีการพฒันาสถาปัตยกรรมให้ซบัซ้อนและมีประสิทธิภาพสูงขึ้น 
เช่น การน ากลไก Attention มาใชใ้นชั้น Pooling เพ่ือให้น ้าหนกักบัขอ้มูล
เสียงในส่วนท่ีส าคญัเป็นพิเศษ [4] 

ดังนั้น งานวิจัยน้ีจึงน าเสนอการเปรียบเทียบประสิทธิภาพของ
โมเดล CNN สองแบบหลกั ได้แก่ สถาปัตยกรรมแบบ VFNet [1]  ท่ีใช้
ฟิลเตอร์หลายขนาดพร้อมกัน  และสถาปัตยกรรมแบบอนุกรมท่ี
เรียงล าดับฟิลเตอร์ขนาดต่าง ๆ  เพ่ือประเมินว่าโครงสร้างแบบใด
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เหมาะสมกับการใช้งานจริงมากท่ีสุด ทั้งในแง่ประสิทธิภาพและความ
ประหยดัทรัพยากร 

2. การแก้ปัญหา 
การแก้ปัญหาน้ีสามารถท าไดโ้ดยการเพ่ิมความสามารถของระบบ

ในการจ าแนกส าเนียงก่อนการรู้จ าค าพูด ซ่ึงจะช่วยให้ระบบ ASR 
ปรับตวัเลือกโมเดลให้เหมาะสมกับส าเนียงผูพู้ดแต่ละคนได้อย่างชาญ
ฉลาด หรือน าไปใชใ้นการท า label อตัโนมติั ส าหรับงาน ASR งานวิจยัน้ี
จึงมี เป้ าหมายเพ่ือพัฒนาโมเดลการจ าแนกส าเนี ยงภาษาไทยท่ีมี
ประสิทธิภาพสูง พร้อมกับเปรียบเทียบโครงสร้างโมเดลโครงข่าย
ประสาทแบบคอนโวลูชนั (CNN) ท่ีมีแนวทางการออกแบบต่างกนั ไดแ้ก่ 
โครงสร้างท่ีอิงจากงานวิจยั VFNet [1] ซ่ึงออกแบบให้ใชต้วักรองความถี่
หลายขนาดพร้อมกัน เพ่ือดึงคุณลกัษณะเสียงในหลายช่วงสเกลอย่างมี
ประสิทธิภาพ 

โครงสร้างแบบอนุกรม ซ่ึงเรียงล าดับการใช้ kernel ขนาดต่าง ๆ 
คลา้ยกับ VFNet [1] แต่น ามาจดัเรียงแบบล าดับ (เช่น 3×3 →  5×3 → 
7×3) เพ่ือสกดัขอ้มูลจากรายละเอียดระดบัล่างไปสู่บริบทกวา้งอย่างเป็น
ล าดบัชั้น รวมถึงโครงสร้างแบบอนุกรมท่ีใชต้วักรองขนาดเท่ากนัในทุก 
layer  ล  าดับ (เช่น 3×3 →  3×3 →  3×3)  ทั้ งสองแนวทางได้รับการ
ประเมินด้วยขอ้มูลจากชุด Thai Dialect Corpus [2] ซ่ึงรวบรวมเสียงพูด
จากผูใ้ช้สามกลุ่มส าเนียงหลกั ได้แก่ ส าเนียงไทยกลาง ส าเนียงไทยค า
เมือง และส าเนียงไทยโคราช โดยใช้อินพุตเป็นคุณลกัษณะ MFCC ซ่ึง
เป็นหน่ึงในฟีเจอร์ท่ีนิยมในงานรู้จ าเสียงแมส้ถาปัตยกรรม VFNet จะมี
จุดเด่นด้านการรวบรวมฟีเจอร์จากหลายขนาด แต่ก็ตอ้งแลกกับจ านวน
พารามิเตอร์ท่ีมากขึ้น ในขณะท่ีสถาปัตยกรรมแบบอนุกรมอาจมีศกัยภาพ
ในการลดจ านวนพารามิเตอร์ไดม้ากโดยไม่ลดทอนประสิทธิภาพ ซ่ึงจะ
เป็นขอ้ได้เปรียบในบริบทของการน าโมเดลไปใช้งานจริงท่ีมีข้อจ ากัด
ด้านทรัพยากรและถา้โมเดลมีการน าไปใช้ร่วมกับงาน ASR ซ่ึงตอ้งใช้
ทรัพยากรมากในการประมวลผล ย่ิงตอ้งค านึงถึงจ านวนพารามิเตอร์ท่ีใช ้ 

นอกจากการเปรียบเทียบประสิทธิภาพของโมเดลในแง่ของ 
Accuracy และ F1-score แลว้ งานวิจยัน้ียงัไดวิ้เคราะห์ความสัมพนัธ์กับ
ขนาดของ Receptive Field (RF) และจ านวนพารามิเตอร์ เพ่ือคน้หาความ
สมดุลระหว่างคุณภาพของโมเดลและตน้ทุนการประมวลผล งานวิจยัน้ี
จึงมีคุณค่าทั้งในเชิงวิชาการและการประยกุต ์โดยสามารถน าผลการศึกษา
ไปต่อยอดในการสร้างระบบ ASR ภาษาไทยท่ีสามารถเข้าใจเสียงผูใ้ช้
จากหลากหลายส าเนียงได้อย่างมีประสิทธิภาพและคุม้ค่าต่อการใช้งาน
จริง 

3. วิธีการทดลอง 
3.1 ชุดข้อมูล 

งานวิจัยน้ีใช้ชุดข้อมูลเสียงพูดจากโครงการ Thai Dialect Corpus 
ซ่ึงเผยแพร่โดย SLSCU (Speech and Language Processing Laboratory, 
Chulalongkorn University) โดยเลือกมาเฉพาะ 3 กลุ่มส าเนียง ได้แก่

ส าเนียงไทยกลาง คัดเลือกมา แบ่งเป็น train 50 ชั่วโมง validation 1.71 
ชั่วโมง ส าเนียงไทยโคราช (ตะวนัออกเฉียงเหนือ) train 46.63 ชั่วโมง 
validation 1.50 ชั่วโมง ส าเนียงไทยค าเมือง (ภาคเหนือ)  train 32.43 
ชัว่โมง validation 1.50 ชัว่โมง 

3.2 การเตรียมข้อมูลและการสกัดคุณลักษณะ 
การสกัดคุณลักษณะเสียงในงานวิจัยน้ีใช้เทคนิค Mel Frequency 

Cepstral Coefficients (MFCC) โดยก าหนดค่า Sampling Rate ท่ี 22,050 
เฮิรตซ์  และสกัดคุณลักษณะ MFCC ออกมาทั้ งหมดจ านวน 64 ค่า        
จากสเปกตรัมท่ีได้จากการประมวลผลผ่านกรองเสียง  Mel จ านวน         
64 แถบความถี่ (Mel filter banks) โดยจ านวน 64 ค่าน้ี ถูกก าหนดให้เป็น
เกณฑ์มาตรฐานท่ีควบคุมให้เหมือนกันในทุกการทดลอง เพ่ือให้การ
เปรียบเทียบประสิทธิภาพของสถาปัตยกรรม CNN แต่ละรูปแบบ ซ่ึงเป็น
เป้าหมายหลักของงานวิจัยน้ี  เป็นไปอย่างเท่ียงตรง กระบวนการ
ประมวลผลน้ีอาศัยการใช้หน้ าต่ างฟู เรียร์แบบ  FFT (Fast Fourier 
Transform) ท่ีมีขนาด 512 จุด และก าหนดค่าการเลื่อนหน้าต่าง (hop 
length) ท่ี 256 จุด เพื่อควบคุมความละเอียดเชิงเวลา โดยขั้นตอนการสกดั
ทั้ งหมดด าเนินการผ่ าน ฟั งก์ชัน  torchaudio.transforms.MFCC จาก
ไลบรารี Torchaudio แสดงดงัรูปท่ี 1 

 
รูปท่ี 1 ขั้นตอนการท า Mel Frequency Cepstral Coefficients (MFCC) กบัขอ้มูลจริง 
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ทั้งน้ี ผูวิ้จยัได้พิจารณาคุณลกัษณะเสียงรูปแบบอ่ืน เช่น Log-mel 
Spectrogram ซ่ึงเคยถูกน าไปใช้อย่างประสบความส าเร็จในงานจ าแนก
เสียงประเภทอ่ืน [3] อยา่งไรก็ตาม เน่ืองจาก MFCC เป็นคุณลกัษณะท่ีถูก
สกัดมาเพ่ือเน้นขอ้มูลท่ีส าคญัต่อการรับรู้ของมนุษย์ ท าให้ได้ขอ้มูลท่ีมี
มิติกระชับกว่า (more compact representation) และเป็นท่ียอมรับอย่าง
แพ ร่หลายในงาน วิจัยด้าน เสียงพูด  ผู ้วิจัย จึงเลือกใช้  MFCC เป็น
คุณ ลักษณะอิน พุต  เพ่ื อให้ ก าร เป รียบ เที ยบประสิท ธิภาพของ
สถาปัตยกรรม CNN ซ่ึงเป็นเป้าหมายหลกัของงานวิจัยน้ี เป็นไปอย่าง
เท่ียงตรงและชดัเจนท่ีสุด 

3.3 สถาปัตยกรรมของโมเดล 

ในบทความในการทดลอง ได้เปรียบเทียบโมเดลหลายรูปแบบซ่ึง
แบ่งออกเป็น 3 กลุ่มหลกั ไดแ้ก่ โมเดลแบบอนุกรม (Sequential CNN) ท่ี
ใช ้kernel สามขนาดท่ีเรียงล าดบักนัในสามเลเยอร์ เช่น 3×3 → 5×3 → 
7×3 โดยใช้โดเมนเวลาเท่ากันคือ 3, โมเดลแบบขนาน VFNet [1]  ท่ีใช ้
kernel หลายขนาดพร้อมกันโดยเลือกมา 3 ขนาดได้แก่ 3×3, 5×3 และ 
7×3 (ดงัแสดงโครงสร้างในรูปท่ี 2) และโมเดลแบบหน่ึงเลเยอร์ (1-layer 
CNN) ท่ีใช ้kernel เพียงขนาดเดียว เช่น 3×3 หรือ 5×5 (ดงัตวัอย่างในรูป
ท่ี 3) 

 
รูปท่ี 2 โครงสร้าง VFNet แบบ 3 layer ท่ีใช ้kernel หลายขนาดพร้อมกนั 

ทั้งน้ีการเลือกใช้ตวักรองสามขนาดดังกล่าวมีเหตุผลหลักคือเพ่ือ
อา้งอิงตามสถาปัตยกรรมของ VFNet [1] ซ่ึงเป็นโมเดลตน้แบบส าหรับ
การเปรียบเทียบและเพื่อจบัคุณลกัษณะเสียงในหลายระดบัสเกล (multi-
scale) [1] ตั้ งแต่รายละเอียดระดับต ่าด้วยฟิลเตอร์ขนาดเล็ก (3x3) ไป
จนถึงบริบทท่ีกวา้งขึ้ นด้วยฟิลเตอร์ขนาดใหญ่ (7x3) นอกจากน้ี การ
เลือกใช้ขนาดเป็นเลขคี่ยงัเป็นหลกัปฏิบติัทัว่ไปในการออกแบบ CNN 
เพื่อให้ฟิลเตอร์มีพิกเซลกลางท่ีชัดเจน ซ่ึงช่วยในการรักษาล าดบัชั้นเชิง
พ้ืนท่ีของคุณลักษณะได้ดี [5-6] โดยทุกรูปแบบของโมเดลมีการใช ้
ReLU, Batch Normalization และ MaxPooling ในแต่ละชั้น Convolution 

เพ่ือเพ่ิมประสิทธิภาพในการเรียนรู้โมเดลแบบ 3 เลเยอร์ใช้จ านวน
ฟิลเตอร์ในแต่ละเลเยอร์เท่ากับ 16 , 32 และ 64 ตามล าดับ ส่วนโมเดล
แบบ 1 เลเยอร์ใชจ้ านวนฟิลเตอร์คงท่ีเท่ากบั 32 ฟิลเตอร์ ทุกโมเดล CNN 
น ามาต่ อด้ วย  128  Fully Connected Layers แต่ ล ะโม เดลมี จ านวน
พารามิเตอร์ของ CNN ตามสมการท่ี (1) น้ี  

Parameters = (Cin × Kh × Kw + 1) × Cout           (1) 

โดยท่ี Cin คือจ านวนช่องสัญญาณเขา้ Kh × Kw คือขนาดของ kernel 
+1 คือ bias มีค่า 1 ต่อ filter และ Cout คอื จ านวนฟิลเตอร์ [6] 

 
รูปท่ี 3 ตวัอยา่งโครงสร้าง โมเดลเชิงอนุกรมท่ีใช ้kernel หลายขนาดแบบ

เรียงล าดบั 

3.4 การป้องกัน Overfitting และการจัดการความไม่สมดุลของข้อมูล 
ในการฝึกโมเดลโครงข่ายประสาทเทียมแบบคอนโวลูชัน (CNN) 

ในงานวิจัยน้ี ได้ก าหนดขั้นตอนและพารามิเตอร์ท่ีเหมาะสมเพ่ือเพ่ิม
ประสิทธิภาพการเรียนรู้และลดปัญหา Overfitting โดยใช้ตัวปรับ
ค่าพารามิเตอร์ (Optimizer) คือ Adam ซ่ึงตั้งค่าอตัราการเรียนรู้เร่ิมตน้ไว้
ท่ี 0.001  

จ านวนรอบการฝึก (Epoch) สูงสุดตั้งไวท่ี้ 1000 แต่ใช้กลไก Early 
Stopping เพื่อหยุดการฝึกหากโมเดลไม่มีแนวโน้มพฒันา โดยก าหนดค่า 
Patience เท่ากบั 25 หมายความว่า หาก Validation Loss ไม่ลดลงต่อเน่ือง
ใน 25 รอบ จะหยุดการฝึกทนัที และใช้ค่า Min Delta เท่ากบั 0.001 เป็น
เกณฑ์พิจารณาว่าการลดลงของ Validation Loss ถือว่ามีความหมาย
เพียงพอ ระบบจะบนัทึกโมเดลจะกระท าเฉพาะกรณีท่ี Validation Loss 
ต ่าท่ีสุดตลอดการฝึก ส าหรับการเสริมความสามารถในการควบคุมอตัรา
การเรียนรู้ให้เหมาะสมกบัช่วงเวลาต่าง ๆ ของการฝึก ไดใ้ชก้ลยุทธ์ปรับ
ค่าอัตราการเรียนรู้แบบ ReduceLROnPlateau โดยหาก Validation Loss 
ไม่มีการปรับลดลงในช่วง 5  Epoch ระบบจะลดค่า learning rate ลง
คร่ึงหน่ึงโดยอตัโนมัติ  ได้ใช้ Dropout กับแต่ละชั้นของโมเดลเพ่ือลด
ความเส่ียงของการเกิด Overfitting โดยก าหนด Dropout Rate เท่ากบั 0.3 
ส าหรับ Convolutional Layers และ 0.5 ส าหรับ Fully Connected Layers 
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ซ่ึงช่วยป้องกนัการเรียนรู้ท่ีจ าเพาะเจาะจงเกินไป และส่งเสริมให้โมเดล
สามารถ generalize ไดดี้ขึ้น [5] ส าหรับการแกปั้ญหาความไม่สมดุลของ
ขอ้มูลในแต่ละคลาส ได้ใช้เทคนิค Random Oversampling โดยการสุ่ม
เพ่ิมจ านวนตัวอย่างในคลาสท่ีมีจ านวนน้อยให้เทียบเท่ากับคลาสท่ีมี
จ านวนมากท่ีสุด ซ่ึงช่วยให้โมเดลไม่เกิด Bias ต่อคลาสท่ีมีขอ้มูลจ านวน
มากกว่า แนวทางทั้งหมดน้ีมีจุดมุ่งหมายเพ่ือให้โมเดลมีประสิทธิภาพ
สูงสุดภายใตเ้ง่ือนไขของทรัพยากรท่ีจ ากดั และลดความซบัซ้อนของการ
ฝึกท่ีอาจไม่จ าเป็น 

3.5 การพิจารณาเทคนิค Data Augmentation 
ใ น ง าน วิ จั ย น้ี  ไ ม่ ไ ด้ ใ ช้ เท ค นิ ค ก า ร เ พ่ิ ม ข้ อ มู ล เ สี ย ง                        

(Data Augmentation) เช่น การเลื่อนระดบัเสียง (Pitch Shifting) หรือการ
ยืดหดเวลา (Time Stretching) เน่ืองจากภาษาไทยเป็นภาษาท่ีมีวรรณยุกต์ 
(Tonal Language) ซ่ึงโทนเสียงหรือระดับเสียง (Pitch) เป็นคุณลักษณะ
ส าคญัอย่างย่ิงในการจ าแนกส าเนียง การใชเ้ทคนิคดงักล่าวอาจส่งผลให้
คุณลักษณะเด่นท่ีจ าเป็นต่อการจ าแนกถูกท าลายไป และอาจลดทอน
ประสิทธิภาพของโมเดลโดยรวม การตดัสินใจไม่ใชเ้ทคนิคเหล่าน้ีจึงเป็น
การเลือกเพ่ือรักษาคุณภาพและความสมบูรณ์ของขอ้มูลต้นฉบับไวใ้ห้
มากท่ีสุด 

4. ผลการทดลอง 

ในส่วนน้ีจะน าเสนอผลการทดลอง โดยเร่ิมจากการเปรียบเทียบ
โมเดลแบบ 1 เลเยอร์ ซ่ึง ตารางท่ี 1 แสดงจ านวนพารามิเตอร์ของโมเดล 
1 เลเยอร์ในแต่ละโครงสร้าง และ ตารางท่ี 2 แสดงผลการทดลองด้าน
ประสิทธิภาพ ได้แก่  ค่า Accuracy, Precision, Recall, F1-score และค่า 
Cross Entropy Loss ของโมเดลกลุ่มน้ี เพ่ือให้เห็นภาพการเรียนรู้ท่ีชดัเจน
ย่ิงขึ้น ตารางท่ี 3 จึงแสดง Classification Report โดยละเอียดของโมเดล 
5x3 ซ่ึงเป็นหน่ึงในโมเดล 1 เลเยอร์ท่ีให้ผลลัพธ์ดี และ รูปท่ี 4 และ 5 
แสดง Learning Curve ของค่า Accuracy และ Cross entropy Loss ของ
โมเดลดงักล่าวตามล าดบั 

ถดัมาเป็นการเปรียบเทียบโมเดลแบบ 3 เลเยอร์ ซ่ึงมีความซับซ้อน
มากกว่า โดย ตารางท่ี 4 ไดส้รุปจ านวนพารามิเตอร์ของโครงสร้างแบบ
อนุกรม (Sequential) รูปแบบต่าง ๆ เปรียบเทียบกับโครงสร้างแบบ 
VFNet 3 ชั้น ส่วน ตารางท่ี 5 แสดงผลการทดลองดา้นประสิทธิภาพของ
โมเดลในกลุ่ม 3 เลเยอร์ทั้งหมด เพ่ือเปรียบเทียบประสิทธิภาพเทียบกับ
จ านวนพารามิเตอร์ท่ีใช ้

เพื่อวิเคราะห์ประสิทธิภาพของโมเดล 3 เลเยอร์ในรายละเอียด จึง
ไดย้กตวัอย่างโมเดล 7→5→3 ซ่ึงเป็นโครงสร้างท่ีให้ประสิทธิภาพสูง
โดยใช้พารามิเตอร์น้อย โดยตารางท่ี 6 แสดง Classification Report ของ
โมเดลน้ี และ รูปท่ี 6 และ 7 แสดง Learning Curve ของค่า Accuracy 
และ Loss ตามล าดบั เพื่อยืนยนัเสถียรภาพในการเรียนรู้ของโมเดล 

สุดทา้ย เพ่ือวิเคราะห์ความสัมพนัธ์ระหว่างสถาปัตยกรรมโมเดลแต่ละ
รูปแบบและประสิทธิภาพการจ าแนกส าเนียง ตารางท่ี 7 ไดแ้สดงผลการ
ค านวณขนาด Receptive Field (RF) แบบ 2 มิติ ของโครงสร้าง 3  เลเยอร์
แต่ละแบบ และ ตารางท่ี 8 ได้น าผลลัพธ์ทั้ งหมด (RF, F1-score, Loss 
และ พารามิเตอร์) มาจดักลุ่มเปรียบเทียบกัน เพื่อสรุปหาโครงสร้างท่ีมี
ความสมดุลระหว่างประสิทธิภาพและทรัพยากรท่ีใชม้ากท่ีสุด 

 
รูปท่ี 4 ตวัอยา่ง learning curve ค่า Accuracy ของขนาด 5x3 หน่ึงในโมเดล 

แบบ 1 เลเยอร์ 

 
รูปท่ี 5 ตวัอยา่ง learning curve ค่า Cross entropy loss ของขนาด 5x3 หน่ึงในโมเดล

แบบ 1 เลเยอร์ 

 
รูปท่ี 6 learning curve ค่า Accuracy ของโมเดล 7→5→3  

 
รูปท่ี 7 learning curve ค่า Cross entropy loss ของโมเดล 7→5→3  
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5. อภิปรายผล 
จากผลการทดลองและตารางเปรียบเทียบโครงสร้างโมเดล CNN 

ส าหรับการจ าแนกส าเนียงไทย ตารางท่ี 4 และ ตารางท่ี5 พบว่าโครงสร้าง
แบบ อนุกรม (sequential) เช่น 5→5→5 และ 3→7→5 ให้ผลลพัธ์ท่ี
ดีเย่ียมทั้งดา้น Accuracy, F1-score และ Cross entropy loss โดยไม่ตอ้งใช้
จ านวนพารามิเตอร์สูงเกินจ าเป็น โดยเฉพาะโครงสร้าง 5→5→5 ซ่ึงให้ 
F1-score สูงท่ีสุด (82.70%), Loss ต ่า (0.5212) และใช้พารามิเตอร์รวม
เพียง 38,752 แสดงให้เห็นถึงสมดุลระหว่างประสิทธิภาพและตน้ทุนการ
ประมวลผลนอกจากน้ียงัพบว่าโครงสร้าง 7→5→3 ซ่ึงเรียง kernel จาก
ใหญ่ไปเล็ก ให้ผลลพัธ์ F1-score สูงถึง 82.23% โดยใชพ้ารามิเตอร์เพียง 
26,560 ต ่ าท่ีสุดในกลุ่มโมเดลท่ีให้ผลลัพธ์ระดับสูง ช้ีให้เห็นว่าการ
ออกแบบโครงสร้างให้เรียงล าดับ kernel อย่างมีแบบแผนสามารถลด
ตน้ทุนการประมวลผลไดโ้ดยไม่ลดประสิทธิภาพ 

นอกจากน้ี ในการทดลองยงัมีการเปรียบเทียบ Receptive Field 
(RF) ของแต่ละโครงสร้างในตารางท่ี 7 และ น าผลมาเปรียบเทียบกับ
ประสิทธิภาพการจ าแนกส าเนียง ในตารางท่ี 8 พบว่าโครงสร้างท่ีมี RF 
ในช่วง 30–38 (แกน Frequency) และ 22 (แกน Time) มกัจะให้ผลลพัธ์ดี
ท่ีสุด เน่ืองจากสามารถจบับริบทได้กวา้งพอ โดยไม่สูญเสียรายละเอียด
ในพ้ืนท่ีเล็ก โครงสร้างท่ีมี  RF ใหญ่เกินไป เช่น 7→ 7→ 7 (RF = 
50×22) หรือเล็กเกินไป เช่น 3→3→3 (RF = 22×22) มีแนวโน้มให้
ผลลัพธ์ ด้อยล งในด้าน  Cross entropy loss และ  F1 -score ส าห รับ
โครงสร้าง VFNet [1] แบบ 3 ชั้น แมอ้อกแบบให้ดึงฟีเจอร์หลายขนาด
พร้อมกนั แต่กลบัใชพ้ารามิเตอร์สูงถึง 116,256 และยงัให้ F1-score เพียง 
79.70% ต ่ากว่าหลายโมเดลแบบอนุกรม โมเดล 1 เลเยอร์แบบ VFNet [1] 
ท่ีใช้ฟิลเตอร์ 3×3, 5×3 และ 7×3 พร้อมกัน ให้ F1-score สูงกว่า kernel 
เด่ียวเพียงเล็กน้อย แมจ้ะใชพ้ารามิเตอร์เพ่ิมขึ้นจาก 320 → 1,536 ซ่ึงยงั
ถือว่าไม่คุม้ค่าในการใชง้านจริง 

ผลการทดลองช้ีให้เห็นว่าโครงสร้าง CNN แบบอนุกรมท่ีมีความ
ซับซ้อนไม่มากนักสามารถให้ประสิทธิภาพท่ีสูงได้ ซ่ึงสอดคล้องกับ
งานวิจยัก่อนหน้าท่ีแสดงให้เห็นว่า CNN สามารถจ าแนกเสียงไดดี้แมม้ี
สถาปัตยกรรมท่ีไม่ลึกมาก [3] อย่างไรก็ตาม โมเดลทั้งหมดในงานวิจยัน้ี
ใช ้MaxPooling ซ่ึงมีขอ้จ ากัดในการท่ีอาจสูญเสียขอ้มูลบางส่วนไปจาก
การเลือกเฉพาะค่าสูงสุด ดงัท่ี [4] ไดช้ี้ให้เห็นและเสนอการใช ้Attention 
Pooling เพ่ือให้น ้ าหนักกบัทุกส่วนของขอ้มูลอย่างเหมาะสม ซ่ึงอาจเป็น
แนวทางในการปรับปรุงประสิทธิภาพของโมเดลต่อไป 

6. สรุป 
การเปรียบเทียบโครงสร้าง Convolutional Neural Network ส าหรับ

การจ าแนกส าเนียงไทยในคร้ังน้ี แสดงให้เห็นว่าโครงสร้างแบบอนุกรมท่ี
เลื อกใช้  kernel ขนาด ต่างกัน ในแ ต่ละชั้ นอย่ างมี แบบแผน  เช่น 
5→7→3, 3→7→5 และ 7→5→3 สามารถให้ประสิทธิภาพสูง
เทียบเท่าหรือเหนือกว่า VFNet [1] แบบขนาน แมใ้ชพ้ารามิเตอร์นอ้ยกว่า

อย่างชัดเจน โครงสร้าง VFNet [1] ท่ีใช้ kernel หลายขนาดพร้อมกันมี
แนวโน้มใช้พารามิเตอร์สูงมาก (เช่น 116,256 ในแบบ 3 ชั้น) แต่กลับ
ไม่ได้ให้ประสิทธิภาพท่ี เหนือกว่า ขณะท่ีโมเดลแบบอนุกรมเช่น 
7→5→3 ใช้พารามิเตอร์เพียง 26,560 แต่ให้ F1-score สูงถึง 82.23% 
อีกทั้ งผลการวิเคราะห์  Receptive Field ยังช่วยสนับสนุน ว่า RF ท่ี
เหมาะสมควรอยู่ในช่วง 30–38 (แกนความถี่) เพื่อให้จบับริบทไดดี้และ
ไม่สูญเสียความละเอียด การออกแบบโครงสร้างโมเดล CNN ท่ีพิจารณา
ทั้งขนาด kernel,ล าดับการเรียง, RF และจ านวนพารามิเตอร์สามารถช่วย
เพ่ิมประสิทธิภาพในการจ าแนกส าเนียง และลดตน้ทุนการประมวลผลใน
ระบบจริงได ้

งานวิจยัน้ีมีขอ้จ ากัดในการใช้ขอ้มูลเพียง 3 ส าเนียงหลกัจาก Thai 
Dialect Corpus  [2] ซ่ึงผลลพัธ์อาจยงัไม่สามารถเป็นตวัแทนของส าเนียง
ไทยทั้งหมดได ้

7. งานวิจัยในอนาคต 
ส าหรับงานวิจัยในอนาคต มีแนวทางในการต่อยอดและพัฒนา

หลายประการ ประการแรกคือ การขยายชุดขอ้มูลให้ครอบคลุมส าเนียง
ภาษาไทยอ่ืน ๆ ท่ีมีความหลากหลายมากขึ้น เพ่ือทดสอบประสิทธิภาพ
และความสามารถของโม เดลในการท างานได้ ดีกับข้อมูล ใหม่ 
(Generalization) ประการท่ีสองคือ การน าโมเดลจ าแนกส าเนียงไป
ประยุกต์ใช้ร่วมกับระบบรู้จ าเสียงพูด (ASR) จริง เพ่ือสร้าง Pipeline ท่ี
สามารถเลือกแบบจ าลองทางภาษา (Language Model) ท่ีเหมาะสมกับ
ส าเนียงของผู ้ใช้ ซ่ึงจะช่วยเพ่ิมความแม่นย  าโดยรวมของระบบได้
ประการท่ีสาม คือ อาจทดสอบนัยส าคัญทางสถิติ  เพ่ือยืนยนัความ
แตกต่างของประสิทธิภาพระหว่างโมเดลท่ีดีท่ีสุดและสุดท้ายคือการ
ปรับปรุงกลไก Pooling ของโมเดล โดยอาจทดลองแทนท่ี Max Pooling 
ดว้ย Attention-based Pooling ดงัท่ีน าเสนอโดย [4] ซ่ึงอาจช่วยให้โมเดล
สามารถเรียนรู้ท่ีจะให้น ้าหนกักบัคุณลกัษณะทางเสียง (acoustic features) 
ท่ีเป็นเอกลกัษณ์ของแต่ละส าเนียงไดดี้ขึ้น และอาจน าไปสู่ประสิทธิภาพ
ในการจ าแนกท่ีสูงขึ้นได ้

ตารางท่ี 1 จ านวนพารามิเตอร์โมเดลแบบ 1 เลเยอร์ 
โครงสร้างโมเดล Conv1 รวมทั้งหมด 

1 Layer (3x3) 320 320 
1 Layer (5x3) 512 512 
1 Layer (7x3) 704 704 
1 Layer (5x5) 832 832 
1 Layer (7x7) 1600 1600 

VFNet 1 Layer (3x3,5x3,7x3) 1536 1536 
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ตารางท่ี 2 โมเดลแบบ 1 เลเยอร์ 
Model Accuracy 

(%) 
Precision 

(%) 
Recall 
(%) 

F1-score 
(%) 

Best Cross 
entropy 

loss 

VFNet   69.81 70.09 69.75 69.71 0.7144 
3 x 3 67.54 67.69 67.51 67.52 0.7369 
5 x 3 70.96 70.93 70.68 70.71 0.7000 
7 x 3  69.30 69.17 68.86 68.96 0.7085 
5 x 5 68.22 69.32 68.70 68.30 0.7055 
7 x 7 69.63 70.17 69.49 69.54 0.6962 

ตารางท่ี 3 ตวัอยา่ง classification report ของขนาด 5x3 หน่ึงในโมเดล 
แบบ 1 เลเยอร์ 

Class Precision (%) Recall (%) F1-score (%) 

ค าเมือง 65.89 69.90 67.83 
โคราช 71.88 74.54   73.18 
กลาง 75.03 67.59     71.12 

Accuracy - - 70.96 
Macro Avg 70.93 70.68 70.71 

Weighted Avg 71.16 70.96 70.97 

ตารางท่ี 4 จ านวนพารามิเตอร์โมเดลแบบ 3 เลเยอร์ 
โครงสร้างโมเดล Conv1 Conv2 Conv3 รวมทั้งหมด 

3→3→3 160 4640 18496 23296 
3→5→7 160 7712 43072 50944 
3→7→5 160 10784 30784 41728 
5→5→5 256 7712 30784 38752 
5→3→7 256 4640 43072 47968 
5→7→3 256 10784 18496 29536 
7→7→7 352 10,784 43,072 54,208 
7→3→5 352 4640 30784 35776 
7→5→3 352 7712 18496 26560 
VFNet 3L 768 23136 92352 116256 

ตารางท่ี 5 โมเดลแบบ 3 เลเยอร์ 
Model Accuracy 

(%) 
Precision 

(%) 
Recall 
(%) 

F1-score 
(%) 

Best 
Cross 

entropy 
loss 

3→3→3 80.34 80.57     80.67  80.58 0.5581 
3→5→7 80.66 81.86 80.00 80.46 0.5693 
3→7→5 82.57 83.58 82.15 82.60 0.5333 
5→5→5 82.71 82.74 82.86 82.70 0.5212 
5→3→7 80.27 80.69 80.26 80.40 0.5424 
5→7→3 81.52 81.70 81.58 81.62 0.5196 
7→7→7 80.66 81.37 80.46 80.71 0.5485 
7→3→5 80.66 80.93 81.36 80.75 0.5276 
7→5→3 82.17 83.05 81.93 82.23 0.5325 
VFNet  79.76 81.09 79.39 79.70 0.5572 

ตารางท่ี 6 ตวัอยา่ง classification report ของโมเดล 7→5→3 หน่ึงในโมเดลแบบ          
3 เลเยอร์ ท่ีมีจ านวนพารามิเตอร์เพียง 26560 แต่ให้ผลลพัธ์ท่ีดีกว่าในบางโมเดลที่มี

จ านวนพารามิเตอร์มากกว่า 
Class  Precision (%) Recall (%) F1-score (%) 

ค าเมือง 82.09     83.83     83.36 
โคราช 77.53     86.57     81.80 
กลาง 88.73     75.39     81.52 

Accuracy - - 82.17 
Macro Avg 83.05     81.93     82.23 

Weighted Avg 82.70     82.17     82.16 

ตารางท่ี 7 Receptive Field (RF) 2D ส าหรับแต่ละโครงสร้าง CNN 
โครงสร้าง
โมเดล 

RF หลัง 
Layer 1 

RF หลัง 
Layer 2 

RF หลัง 
Layer 3 

RF สุดท้าย 

3→3→3 4×4 10×10 22×22 22×22 
3→5→7 4×4 14×10 42×22 42×22 
3→7→5 4×4 18×10 38×22 38×22 
5→3→7 6×4 12×10 40×22 40×22 
5→5→5 6×4 16×10 36×22 36×22 
5→7→3 6×4 20×10 32×22 32×22 
7→3→5 8×4 14×10 34×22 34×22 
7→5→3 8×4 18×10 30×22 30×22 
7→7→7 8×4 22×10 50×22 50×22 

ตารางท่ี 8 เปรียบเทียบ RF F1-score และ Cross Entropy Loss 
โครงสร้าง RF F1-score 

(%) 
Loss พารา 

มิเตอร์ 
ข้อสังเกต 

3→3→3 22×22 80.58 0.5581 23,296 
baseline, 
พารามิเตอร์ต ่า  
แต่ loss สูง 

3→5→7 42×22 80.46 0.5693 50,944 
RF ใหญ่ , 
พารามิเตอร์ สูง 

3→7→5 38×22 82.60 0.5333 41,728 
F1 สูง, 
พารามิเตอร์ 
ปานกลาง 

5→5→5 36×22 82.70 0.5212 38,752 

มีความสมดุล
ระหว่าง
ประสิทธิภาพและ
พารามิเตอร์ดีท่ีสุด 

5→3→7 40×22 80.40 0.5424 47,968 
ประสิทธิภาพไม่
สอดคลอ้งกบั
พารามิเตอร์ท่ีสูง 

5→7→3 32×22 81.62 0.5196 29,536 
ประสิทธิภาพดี 
Loss และ
พารามิเตอร์ต ่า 

7→7→7 50×22 80.71 0.5485 54,208 
RF ใหญ่มาก,
พารามิเตอร์สูง 

7→3→5 34×22 80.75 0.5276 35,776 
สมดุลดี , 
F1 ปานกลาง 
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โครงสร้าง RF F1-score 
(%) 

Loss พารา 
มิเตอร์ 

ข้อสังเกต 

7→5→3 30×22 82.23 0.5325 26,560 

F1-score สูง  
โดยใชพ้ารามิเตอร์
นอ้ยท่ีสุด (ในกลุ่ม
ประสิทธิภาพสูง) 

VFNet (3L) - 79.70 0.5572 
116,25

6 

แมใ้ช ้multi-scale 
แต่แพทุ้กตวัดา้น 
efficiency 
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