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บทคัดย่อ 

การเกษตรอัจฉ ริยะมีบทบาทส าคัญ เพ่ิมขึ้ นในประเทศไทย 
โดยเฉพาะในยคุท่ีเทคโนโลยีปัญญาประดิษฐ์มีความกา้วหนา้ ซ่ึงสามารถ
ช่วยลดการพ่ึงพาผูเ้ช่ียวชาญและเพ่ิมความรวดเร็วในการจ าแนกโรคพืช
จากภาพถ่ายใบพืช งานวิจยัน้ีได้น าเสนอการเปรียบเทียบประสิทธิภาพ
ของโมเดลการเรียนรู้เชิงลึก  ได้แก่  ResNet18 , EfficientNet-B0 และ 
MobileNetV3 ส าหรับการจ าแนกโรคพืชจากภาพใบโดยใชชุ้ดขอ้มูลภาพ
ใบมนัส าปะหลงัจ านวน 5 คลาส และชุดขอ้มูลภาพใบมะเขือเทศจ านวน 
10 คลาส ผลการทดลองพบว่า EfficientNet-B0 ให้ค่าความถูกต้อง 
(Accuracy) และค่า F1-score สูงท่ีสุด รองลงมาคือ MobileNetV3 และ 
ResNet18  ต าม ล าดับ  ห ลั งจ ากนั้ น ได้น าโม เด ล  EfficientNet-B0              
ไปประยกุต์ใชง้านในระบบแบบเรียลไทม์ โดยพฒันาตน้แบบท่ีรวมการ
ท างานของโมเดล EfficientNet-B0 เขา้กับ LINE Chatbot เพ่ือให้ผูใ้ชส่้ง
ภาพถ่ายใบมนัส าปะหลงัหรือใบมะเขือเทศ และรับผลการท านายโรค
แบบอัตโนมัติพร้อมข้อเสนอแนะเบ้ืองต้นผ่านทาง LINE จากผลการ
ทดลองแสดงให้เห็นว่าระบบสามารถท างานไดอ้ย่างมีประสิทธิภาพและ
สามารถน าไปประยกุตใ์ชก้บัการเกษตรอจัฉริยะต่อไปในอนาคต  

ค าส าคัญ: การจ าแนกโรคพืช การเรียนรู้เชิงลึก LINE Chatbot 

Abstract 
Smart farming is becoming increasingly important in Thailand, 

especially with advances in artificial intelligence (AI) technology that 
help reduce reliance on experts and accelerate plant disease diagnosis 
through leaf images. Therefore, this paper presents a performance 
comparison of different deep learning models, namely ResNet18, 
EfficientNet-B0, and MobileNetV3, in classifying cassava diseases 
using a five-class cassava leaf image dataset and tomato diseases using 
a ten-class tomato leaf image dataset. Experimental results show that 
EfficientNet-B0 achieved the highest accuracy and F1-score, followed 
by MobileNetV3 and ResNet18, respectively. After, EfficientNet-B0 
was applied in real-time system, and a prototype was developed by 

integrating the EfficientNet-B0 model with a LINE chatbot. The system 
allows users to submit cassava or tomato leaf images and receive 
automated disease predictions with preliminary treatment 
recommendations via LINE. The results show that the system performs 
efficiently and has potential for smart agriculture in the future. 
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1. บทน า 

การเกษตรเป็นรากฐานส าคญัของเศรษฐกิจไทย โดยเฉพาะการปลูก
พืชเศรษฐกิจ เช่น ขา้ว ยางพารา ออ้ย มนัส าปะหลงั และมะเขือเทศ เป็น
ตน้ [1-2] ซ่ึงพืชเศรษฐกิจมีบทบาทส าคญัในครัวเรือนและอุตสาหกรรม
เกษตร ฉะนั้นการเพ่ิมประสิทธิภาพของการปลูกพืชและการจดัการโรค
พืชจึงเป็นส่ิงส าคญัท่ีส่งผลโดยตรงต่อรายไดข้องเกษตรกร และการเขา้ถึง
อาหารท่ีปลอดภยัและเพียงพอของประเทศ โรคพืชเป็นปัจจยัส าคญัท่ีท า
ให้ผลผลิตลดลงโดยทัว่ไปมกัจะแสดงอาการออกทางใบ อีกทั้งการแพร่
ระบาดของโรคเกิดขึ้นอย่างรวดเร็วและยากต่อการควบคุม หากขาดการ
วินิจฉัยท่ีแม่นย  าอย่างรวดเร็ว โดยวิธีการวินิจฉัยแบบดั้งเดิมต้องอาศัย
ผูเ้ช่ียวชาญดา้นพืชศาสตร์ท่ีมีขอ้จ ากดัดา้นความเร็วและความแม่นย  า  

ประเทศไทยตอ้งเผชิญกับความสูญเสียทางเศรษฐกิจจากโรคพืช
อย่างต่อเน่ืองโดยเฉพาะมะเขือเทศ [2] และมันส าปะหลัง [3] ท่ีมีการ
เพาะปลูกอยา่งแพร่หลาย จึงมีงานวิจยัท่ีใชปั้ญญาประดิษฐ์จ าแนกโรคพืช 
เช่น F. Naveed [4] ใช้ ResNet18 ในการจ าแนกโรคพืชแบบ Few-shot 
Learning เพื่อแกปั้ญหาการขาดแคลนขอ้มูลฝึกสอน ซ่ึงเป็นปัญหาส าคญั
ใน ก ารพัฒ น าระบบตรวจจับ โรค พื ช  แล ะ  T. Devi [5] พัฒ น า
สถาปัตยกรรม Enhanced EfficientNet เพ่ือตรวจจบัโรคพืชและวิเคราะห์
ระดับความรุนแรงของโรคในใบพืช นอกจากน้ี U. Atila [6] ได้ใช ้
EfficientNet ส าหรับการจ าแนกโรคพืช และ J. Feng [7] ไดน้ าเสนอการ
ร ว ม  EfficientNet กั บ Transformer เ พ่ื อ ก า ร จ า แ น ก โ ร ค พื ช ท่ี มี
ประสิทธิภาพมากขึ้ น อีกทั้ ง S. B. S. [8] ได้ใช้ MobileNetV3 ร่วมกับ 
Wavelet Kernel Extreme Learning Machine (WKELM) ส าห รั บ ก า ร
ตรวจจบัและจ าแนกโรคใบพืช  
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งานวิจยัน้ีได้น าเทคโนโลยีปัญญาประดิษฐ์ โดยเฉพาะการเรียนรู้  
เชิงลึก (Deep Learning) เขา้มาช่วยในการจ าแนกโรคจากภาพถ่ายใบพืช
อยา่งมีประสิทธิภาพ และท าการเปรียบเทียบประสิทธิภาพของโมเดลการ
เรียนรู้เชิงลึก ได้แก่ ResNet18, EfficientNet-B0 และ MobileNetV3 อีก
ทั้งไดน้ าเสนอแนวทางการประยุกต์ใชโ้มเดลการเรียนรู้เชิงลึกกบั LINE 
Chatbot เพ่ือให้ง่ายต่อการเข้าถึงของผู ้ใช้งาน  รวมถึงการจ าแนกโรค        
ท่ีมุ่งเน้นเฉพาะอาการท่ีแสดงบนใบพืช โดยไม่ครอบคลุมส่วนอ่ืน เช่น 
ล าตน้หรือผล เป็นตน้ ซ่ึงอาจส่งผลให้ความแม่นย  าของการจ าแนกโรค
ลดลง หากมีส่วนอ่ืนของพืชปรากฏอยูใ่นภาพถ่าย 

2. ทฤษฎีที่เกี่ยวข้อง 
Convolutional Neural Network (CNN) เป็ น ห น่ึ งใน โค รงข่ าย

ป ระส าท เที ยม ท่ี ใ ช้ ใน ก าร เรี ยน รู้ เชิ งลึ ก  (Deep Learning) ท่ี มี
ประสิทธิภาพสูงเหมาะส าหรับการเรียนรู้คุณลกัษณะจากภาพ (Image) 

2.1 Residual Network 
Residual Network (ResNet) เป็นหน่ึงในสถาปัตยกรรมของ CNN 

ท่ีจดัอยูใ่นการเรียนรู้เชิงลึก พฒันาโดย Microsoft Research ในค.ศ. 2015 
[9]  ResNet เป็นโครงข่ายประสาทเทียมท่ีออกแบบมาโดยเฉพาะส าหรับ
การประมวลผลภาพโดยใช้ชั้นคอนโวลูชัน (Convolutional) เพื่อจดัการ
คุณลกัษณะส าคญัจากภาพ เช่น ขอบและรูปร่าง เป็นตน้ โครงสร้างของ 
CNN ท าให้ ส ามารถ เรียน รู้ลักษณะเชิ งพ้ืน ท่ี ท่ี ซับซ้ อนได้อย่าง                  
มีประสิทธิภาพ 

ResNet ได้ เ พ่ิ ม แน วคิ ด ข อ ง  Residual Connections ห รือ  Skip 
Connections เขา้ในโครงข่าย เพ่ือช่วยให้การฝึกโมเดลลึกหลายชั้นท าได้
ง่ายขึ้น และลดปัญหา Gradient Vanishing ท่ีจะเกิดขึ้นในโครงข่าย จึงท า
ให้ ResNet ไดรั้บความนิยมในการจ าแนกภาพ 

2.2 EfficientNet  
EfficientNet เป็นหน่ึงในสถาปัตยกรรมของ CNN ท่ีพฒันาโดยทีม

วิจัยของ Google Brain ในปี 2019 [10] โดยมีแนวคิดหลักในการเพ่ิม
ประสิทธิภาพของโมเดลผ่านเทคนิคท่ีเรียกว่า “Compound Scaling” ซ่ึง
เป็นการเพ่ิมขนาดของโมเดลทั้ งความลึก (Depth) ความกวา้ง (Width) 
และความละเอียดของภาพ (Resolution) แทนท่ีจะเพ่ิมเพียงด้านใดด้าน
หน่ึง ผลลัพธ์ ท่ีได้คือโมเดลท่ีมีความแม่นย  าสูง ขณะเดียวกันก็ใช้
ทรัพยากรในการประมวลผลน้อยลง เมื่อเทียบกบัโมเดลท่ีมีประสิทธิภาพ
ใกลเ้คียงกนั  

EfficientNet มีหลายเวอร์ชันโดยเรียงล าดับจาก B0 ถึง B7 ซ่ึง B0 
เป็นเวอร์ชันเร่ิมตน้ท่ีใชส้ าหรับการปรับสเกล และเวอร์ชัน B1-B7 เป็น
ผลจากการขยายแบบ Compound โมเดล EfficientNet-B0 จึงได้รับความ
นิยมในงานวิจยัท่ีตอ้งการขนาดเลก็ (Lightweight) และประสิทธิภาพสูง 

2.3 MobileNetV3 
MobileNetV3 เป็นหน่ึงในสถาปัตยกรรมของ CNN ท่ีออกแบบให้

มีขนาดเล็กและสามารถท างานได้อย่างมีประสิทธิภาพบนอุปกรณ์ท่ีมี

ทรัพยากรจ ากดั พฒันาโดยทีม Google ในปี 2019 [11] MobileNetV3 ได้
รวมขอ้ดีของ MobileNetV1 และ MobileNetV2 เขา้กับเทคนิคใหม่ เช่น 
ใช้ Squeeze-and-Excitation Modules ออกแบบด้วย Neural Architecture 
Search (NAS) และใช้ฟังก์ชันกระตุน้ (Activation Function) แบบ Hard-
Swish ท าให้โมเดลมีประสิทธิภาพดีขึ้นทั้งความแม่นย  าและความเร็วใน
การประมวลผล 

MobileNetV3 มีสองเวอร์ชันหลักคือ MobileNetV3-Large และ 
MobileNetV3-Small โดยท่ีเวอร์ชันขนาดเล็กออกแบบมาโดยเฉพาะ
ส าหรับงานท่ีสภาวะแวดลอ้มมีขอ้จ ากัดทางด้านทรัพยากร เช่น การใช้
งานบนสมาร์ตโฟน  หรือการประมวลผลท่ีขอบเค รือข่ าย  (Edge 
Computing) 

ตารางท่ี 1 การเปรียบเทียบคุณลกัษณะของโมเดลขนาดเล็ก 

โมเดล ขนาดโมเดล ความเร็ว 
ความเหมาะสมกับ
ระบบเรียลไทม์ 

ResNet18 ~11M  เร็ว เหมาะสม 

EfficientNet-B0 ~5.3M  กลาง ข้ึนอยูก่บัฮาร์ดแวร์ 

MobileNetV3-Large ~5.4M   เร็ว เหมาะสม 

ตารางท่ี  1 เป รียบ เที ยบคุณลักษณะของโม เดลขนาดเล็ ก 
( Lightweight Models)  ไ ด้ แ ก่  ResNet18, EfficientNet-B0 แ ล ะ 
MobileNetV3-Large ซ่ึงทั้งหมดเป็นโครงข่ายประสาทเทียมแบบ CNN 
ท่ีนิยมใช้ในงานจ าแนกจากภาพ โดยท่ี ResNet18 และ MobileNetV3-
Large มีความเหมาะสมต่อการน าไปใชใ้นระบบแบบเรียลไทม ์ในขณะ
ท่ี EfficientNet-B0 ให้ความแม่นย  าท่ีดี แต่ขึ้ นอยู่กับฮาร์ดแวร์ท่ีใช้
ประมวลผล 
2.4 LINE Messaging API 

LINE Messaging API เป็นแพลตฟอร์มท่ีให้ผูพ้ฒันาสามารถสร้าง 
Chatbot หรือระบบอตัโนมติัท่ีสามารถโตต้อบกบัผูใ้ชผ้่านทาง LINE ได ้
โดย API สามารถรองรับการรับส่งขอ้ความ รูปภาพ และวีดิทศัน์ รวมถึง
การจดัการผูใ้ช้และสถานะการสนทนา ท าให้สามารถสร้างระบบตอบ
กลบัไดอ้ย่างมีประสิทธิภาพเหมาะส าหรับการประยกุต์ใชง้านดา้นต่าง ๆ 
เช่น บริการลูกคา้ การตลาด และระบบสนบัสนุนการตดัสินใจ เป็นตน้ 
3. การออกแบบระบบจ าแนกโรคพืช 

วิธีการวิจยัแบ่งเป็น 3 ส่วนหลกั ไดแ้ก่ (1) การเตรียมชุดขอ้มูลภาพ
ใบมะเขือเทศ (2) ภาพรวมของระบบจ าแนกโรคจากใบพืชเบ้ืองตน้ ซ่ึง
พฒันาตน้แบบท่ีเช่ือมต่อโมเดลกบั LINE Chatbot ส าหรับทดสอบการใช้
งานระบบแบบเรียลไทม ์และ (3) การประเมินผลการจ าแนกโรคพืช 

3.1 การเตรียมชุดข้อมูล 
งานวิจัยน้ีแบ่งชุดข้อมูลแบบสุ่ม (Random Split) ออกเป็น 3 ส่วน 

ได้แก่  ชุด ฝึกจ านวน  70 เปอร์เซ็นต์  ชุดตรวจสอบความถูกต้อง 
(Validation) จ านวน 20 เปอร์เซ็นต ์และชุดทดสอบจ านวน 10 เปอร์เซ็นต ์
โดยภาพในแต่ละชุดไม่ซ ้ ากัน การสุ่มลักษณะน้ีเป็นการแบ่งจากภาพ
ทั้งหมด  
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การทดลองจ าแนกโรคพืชจากภาพใบของพืชเศรษฐกิจ 2 ประเภท 
ได้แก่ มันส าปะหลัง และมะเขือเทศ ซ่ึงเป็นชุดข้อมูลจากฐานข้อมูล 
www.kaggle.com โดยท่ีชุดขอ้มูลใบมนัส าปะหลงั 21,397 ภาพ ดงัรูปท่ี 1 
แบ่งออกเป็น 5 คลาส [12] ไดแ้ก่ โรคใบไหมแ้บคทีเรีย (Bacterial Blight) 
รูปท่ี 1 (ก) โรคเส้นสีน ้ าตาล (Brown Streak Disease) รูปท่ี 1 (ข) โรคจุด
เขียวกระเพ่ือม (Green Mottle) รูปท่ี 1 (ค) โรคใบด่าง (Mosaic Disease) 
รูปท่ี 1 (ง) และใบปกติ/ไม่มีโรค (Healthy) 

 
(ก)  

 
(ข)  

 
(ค)  

 
(ง)  

รูปท่ี 1 ตวัอยา่งชุดขอ้มูลภาพใบมนัส าปะหลงั 
(ก) โรคใบไหมแ้บคทีเรีย (Bacterial Blight) (ข) โรคเส้นสีน ้าตาล (Brown Streak 

Disease)  (ค) โรคจุดเขียวกระเพื่อม (Green Mottle) (ง)โรคใบด่าง (Mosaic Disease) 

ชุดข้อมูลใบมะเขือเทศ 16,011 ภาพ ดังรูปท่ี 2 แบ่งเป็น 10 กลุ่ม 
[13] ได้แก่ จุดแผลแบคทีเรีย (Bacterial Spot) รูปท่ี 2 (ก)โรคราน ้ าฝน
ระ ยะ เร่ิ ม ต้น  (Early Blight) รูป ท่ี  2 (ข )โ รค ร าน ้ าฝน ระ ยะท้ าย               
(Late Blight) รูปท่ี 2 (ค) โรคราใบมะเขือเทศ (Leaf Mold) รูปท่ี 2 (ง) 
โรคใบจุดเซปโทเรีย (Septoria Leaf Spot) รูปท่ี 2 (จ) โรคจุดเป้า (Target 
Spot)  รูป ท่ี  2 (ฉ) ไรแมงมุม /ไรสองจุด (Spider Mites Two Spotted 
Spider Mite) รูปท่ี 2 (ช) โรคไวรัสใบหงิกเหลือง (Tomato Yellow Leaf 
Curl Virus) รูปท่ี 2 (ซ) โรคไวรัสใบด่างมะเขือเทศ (Tomato Mosaic 
Virus) รูปท่ี 2 (ฌ) และปกติ/ไม่มีโรค (Healthy) 

 
(ก)  

 
(ข)  

 
(ค)  

 
(ง)  

 
(จ)  

 
(ฉ)  

 
(ช)  

 
(ซ)  

 
(ฌ)  

รูปท่ี 2 ตวัอยา่งชุดขอ้มูลภาพใบมะเขือเทศ 
(ก)  จุดแผลแบคทีเรีย (Bacterial Spot) (ข) โรคราน ้าฝนระยะเร่ิมตน้ (Early Blight) 

(ค) โรคราน ้าฝนระยะทา้ย  (Late Blight) (ง) โรคราใบมะเขือเทศ (Leaf Mold)              
(จ)  โรคใบจุดเซปโทเรีย (Septoria Leaf Spot) (ฉ) โรคจุดเป้า (Target Spot)                 

(ช)  ไรแมงมุม/ไรสองจุด (Spider Mites Two Spotted Spider Mite)                                 
(ซ)  โรคไวรัสใบหงิกเหลือง (Tomato Yellow Leaf Curl Virus)                                              

(ฌ)โรคไวรัสใบด่างมะเขือเทศ (Tomato Mosaic Virus) 

3.2 ภาพรวมของระบบจ าแนกโรคพืชเบ้ืองต้น 
การเปรียบเทียบโมเดล ดงัรูปท่ี 3 เร่ิมตน้จากการน าภาพใบพืชโดย

พิจารณา 2 ประเภท ได้แก่ มันส าปะหลังและมะเขือเทศ ซ่ึงแบ่งเป็น         
5 คลาสส าห รับมันส าปะหลัง  และ 10 คลาสส าห รับมะเขือ เทศ       
หลงัจากนั้น เปรียบเทียบผลจากโมเดล CNN ท่ีประกอบดว้ย ResNet18, 
EfficientNet-B0  แ ล ะ  MobileNetV3 -Large ขั้ น ต อ น สุ ด ท้ า ย เ ป็ น            
การประเมินประสิทธิภาพของแต่ละโมเดลโดยวิเคราะห์จากค่าความ
ถูกต้อง (Accuracy) ความแม่นย  า (Precision) การเรียกคืน (Recall) และ
ค่า F1-score หลังจากประเมินโมเดลเสร็จแล้ว ท าการเลือกโมเดลท่ีให้
ผลดี ท่ี สุด (Best Model) มาใช้งานร่วมกับระบบ LINE Chatbot เพ่ือ
แสดงผลการวินิจฉัยโรคเบ้ืองตน้ ได้แก่ ช่ือโรคท่ีวิเคราะห์ไดจ้ากโมเดล 
พร้อมแนวทางการดูแลเบ้ืองต้นในรูปแบบข้อความตอบกลับไปยงั
ผูใ้ชง้าน 

 
รูปท่ี 3 การเปรียบเทียบโมเดล CNN 

 

 

รูปท่ี 4 ภาพรวมของการประยกุตใ์ชง้านผ่านทาง LINE Chatbot 
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ภาพรวมของการประยุกต์ใชง้านผ่านทาง LINE Chatbot ดงัรูปท่ี 4
สามารถอธิบายขั้นตอนได ้ดงัน้ี 

1. ผูใ้ชส่้งภาพใบพืชทาง LINE Chatbot 
2. LINE Bot รับภาพและส่งผ่าน API ท่ีพัฒนาด้วย Flask ไปท่ี 

เซิร์ฟเวอร์  
3. เลือกใช้โมเดลท่ีดีท่ีสุดจาก ResNet18 , EfficientNet-B0 หรือ 

MobileNetV3-Large เพื่อประมวลผลภาพและจ าแนกว่าเป็นโรคใด 
4. หลังจากประมวลผลเสร็จ ระบบส่งผลกลับไปยงัผู ้ใช้ผ่าน

ขอ้ความตอบกลบัทาง LINE พร้อมขอ้ความค าแนะน าเบ้ืองตน้เพ่ือเป็น
แนวทางการรักษาโรคพืช เช่น การใชส้ารเคมี การตดัใบ หรือการแยกตน้ 
เป็นตน้  

การท างานของระบบวินิจฉัยโรคจากใบพืชน้ีจะช่วยให้เกษตรกร
หรือผูใ้ชง้านทัว่ไปสามารถรับรู้ปัญหาโรคพืชจากภาพถ่ายใบพืชไดอ้ย่าง
สะดวกและรวดเร็ว โดยไม่จ าเป็นตอ้งใชผู้ค้วามเช่ียวชาญเฉพาะทาง 

3.3 การประเมินผล 
การประเมินผลจากค่าความถูกต้อง (Accuracy) ความแม่นย  า 

(Precision) การเรียกคืน (Recall) และค่า F1-score 
ความถูกตอ้ง (Accuracy) นิยมใช้กับชุดขอ้มูลท่ีมีจ านวนขอ้มูลใน

แต่ละคลาสใกลเ้คียงกนัหรือเรียกว่าเป็น “ชุดขอ้มูลท่ีไม่มีปัญหาความไม่
สมดุลของคลาส (Imbalanced Class)” ดงัสมการท่ี (1) 
  TP TN

Accuracy
N

+
=    (1) 

ความแม่นย  า (Precision) เป็นการวัดสัดส่วนของการท านายท่ี
ถูกต้อง (True Positive) เทียบกับจ านวนทั้ งหมดของการท านายว่าเป็น
บวกดงัสมการท่ี (2) 

   TP
Pr ecision

TP FP
=

+
   (2) 

การเรียกคืน (Recall)  เป็นการวดัสัดส่วนของการท านายท่ีถูกตอ้ง 
(True Positive) เทียบกบัจ านวนของกรณีท่ีเป็นบวกจริงทั้งหมด (Ground 
Truth) ดงัสมการท่ี (3) 

   TP
Recall

TP FN
=

+
    (3) 

ค่า F1-score เป็นค่าเฉลี่ยฮาร์มอนิกระหว่างความแม่นย  าและการ
เรียกคืน ซ่ึงเป็นค่าท่ีให้ความสมดุลระหว่างความแม่นย  าและการเรียกคืน 
โดยเฉพาะอย่างย่ิงในกรณีท่ีข้อมูลไม่สมดุลของคลาส  (Imbalanced 
Class)”  ค านวณไดต้ามสมการท่ี (4) 

               Pr ecision Recall
F1 score 2

Pr ecision Recall


− = 


   (4) 

โดยท่ี  
True Positive (TP) คือจ านวนการท านายว่าเป็นกลุ่มบวกท่ีถูกตอ้ง 
False Positive (FP) คือจ านวนการท านายว่าเป็นกลุ่มบวกท่ีผิด 
False Negative (FN) คือจ านวนการท านายว่าเป็นกลุ่มลบท่ีผิด 
True Negative (TN) คือจ านวนการท านายว่าเป็นกลุ่มลบท่ีถูกตอ้ง 

4. ผลการทดลอง 
งานวิจยัน้ีมุ่งเน้นท่ีโมเดลการเรียนรู้เชิงลึกขนาดเลก็เพ่ือน าไปใชก้บั

ระบบแบบเรียลไทม์ จึงเลือกใชโ้มเดลท่ีเหมาะกบังาน ไดแ้ก่ ResNet18, 
EfficientNet-B0 และ MobileNetV3-Large ซ่ึงเป็นโมเดลขนาดเล็กท่ีมี
จ านวนพารามิเตอร์และความลึกของโครงข่ายน้อยกว่าโมเดลขนาดใหญ่
และเรียนรู้ไดเ้ร็ว  
การตั้งค่าการฝึกโมเดล (Training Settings) โดยระบุค่าพารามิเตอร์ ดงัน้ี 

 จ านวนรอบการฝึก (Epochs): 20 รอบ 

 ขนาดชุดขอ้มูลยอ่ย (Batch Size): 32 
 ตวัปรับค่า (Optimizer): Adam 
 อตัราการเรียนรู้ (Learning Rate): 0.0001 
 ฟังกช์นัสูญเสีย (Loss Function): CrossEntropyLoss 
ระหว่างการฝึกสอนโมเดลจะถูกบนัทึกเมื่อได้ค่าความแม่นย  าของ

ชุดตรวจสอบความถูกตอ้ง (Validation Accuracy) สูงท่ีสุด เพ่ือให้มัน่ใจ
ว่าโมเดลท่ีถูกน าไปใช้งานเป็นโมเดลท่ีมีประสิทธิภาพสูงสุด  การ
ประเมินขั้นสุดท้ายด าเนินการบนชุดข้อมูลส าหรับการทดสอบ เพ่ือ
หลีกเลี่ยงปัญหา Overfitting และเพ่ือให้ผลการประเมินสะท้อนถึง
ความสามารถท่ีแทจ้ริงของโมเดลมากท่ีสุด 

จากผลการฝึกสอนโมเดลในรูปท่ี 5–7 พบว่าโมเดล EfficientNet-
B0 มีความเสถียรและประสิทธิภาพดีท่ีสุดทั้งชุดขอ้มูลใบมนัส าปะหลงั
และใบมะเขือเทศ โดยมี Training Loss ลดลงต่อเน่ือง ค่าความถูกต้อง
ของการฝึกสอนและการตรวจสอบความถูกตอ้งอยู่ในระดบัสูงและมีค่า
ใกล้เคียงกัน  ส่วน  ResNet18 และ MobileNetV3 -Large มีแนวโน้ม 
Overfitting โดยเฉพาะในขอ้มูลใบมนัส าปะหลงั ซ่ึงเห็นไดจ้ากค่าความ
ถูกต้องของการฝึกสอนท่ีสูง แต่ความถูกต้องของชุดตรวจสอบความ
ถูกตอ้งผนัผวน  

 
(ก) 

 
(ข) 

รูปท่ี 5 กราฟ Loss และ Accuracy ระหว่างการฝึก (training) ของโมเดล ResNet18      
(ก) มนัส าปะหลงั (ข) มะเขือเทศ 
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(ก) 

 
(ข) 

รูปท่ี 6 กราฟ Loss และ Accuracy ระหว่างการฝึก (training) ของโมเดล EfficientNet-B0 
(ก) มนัส าปะหลงั (ข) มะเขือเทศ 

 
(ก) 

 
(ข) 

รูปท่ี 7 กราฟ Loss และ Accuracy ระหว่างการฝึก (training) ของโมเดล MobileNetV3-
Large (ก) มนัส าปะหลงั (ข) มะเขือเทศ 

 
ตารางท่ี 2  การเปรียบเทียบประสิทธิภาพของโมเดลขนาดเล็ก 

โมเดล 

Ac
cu

ra
cy

 

(เฉ
ลี่ย

) 

Pr
ec

isi
on

 

(เฉ
ลี่ย

) 

Re
ca

ll 

(เฉ
ลี่ย

) 

F1
-sc

or
e 

(เฉ
ลี่ย

) 

เวล
า*

 

(เฉ
ลี่ย

) 

มันส าปะหลัง 

ResNet18 0.8150 0.8143     0.8150     0.8136 139.88 
EfficientNet-B0 0.8454 0.8429     0.8454     0.8415 144.77 

MobileNetV3- Large 0.8384 0.8446     0.8384     0.8396    138.35 
มะเขือเทศ 

ResNet18 0.9925 0.9926     0.9925     0.9925 44.65 
EfficientNet-B0 0.9981 0.9981     0.9981     0.9981 63.35 

MobileNetV3- Large 0.9950 0.9950     0.9950     0.9950 46.48 

จากผลการลองในตารางท่ี 2–4 และรูปท่ี 8–9 แสดงให้เห็นว่าโมเดล 
EfficientNet-B0 ให้ผลลพัธ์ดีท่ีสุด โดยเฉพาะใบมะเขือเทศท่ีให้ค่าความ
ถูกต้อง (Accuracy) ความแม่นย  า (Precision) การเรียกคืน (Recall) และ
ค่า F1-score เฉลี่ยสูงถึง 100% แสดงให้เห็นว่าชุดขอ้มูลของมะเขือเทศมี
ลกัษณะของโรคท่ีสามารถจ าแนกได้อย่างชัดเจน ในขณะชุดขอ้มูลของ
ใบมนัส าปะหลงัมีความยากกว่า เน่ืองจากภาพในชุดขอ้มูลมีทั้งส่วนของ
ล าตน้และใบ ซ่ึงต่างภาพใบมะเขือเทศท่ีมีเพียงใบเท่านั้น ส่งผลให้โมเดล
มีความแม่นย  าของการจ าแนกลดลงเล็กน้อย อย่างไรก็ตาม EfficientNet-
B0 ยงัให้ผลลพัธ์ดีท่ีสุด แมว่้า MobileNetV3-Large จะใชเ้วลาฝึกต่อรอบ
น้อยกว่าเล็กน้อยก็ตาม จากการวิเคราะห์ผลการจ าแนกตามคลาสใน
ตารางท่ี  3–4 พบว่าโรคท่ีมีลักษณะเด่นชัด  ยกตัวอย่างเช่น  Mosaic 
Disease สามารถจ าแนกโรคได้ถูกต้องท่ีสุด ในขณะท่ีบางโรค เช่น 
Bacterial Blight ของมนัส าปะหลงั มีค่าความแม่นย  าและการเรียกคืนต ่า
กว่าค่าเฉลี่ย 

ตารางท่ี 3  ประสิทธิภาพของ EfficientNet-B0 และ MobileNetV3-Large 
 ของโรคมนัส าปะหลงั 

class 

EfficientNet-B0 MobileNetV3-Large 

Pr
ec

isi
on

 

Re
ca

ll 

F1
-sc

or
e 

Pr
ec

isi
on

 

Re
ca

ll 

F1
-sc

or
e 

Bacterial Blight 0.4731 0.4444 0.4583 0.5045 0.5657 0.5333 
Brown Streak 

Disease 
0.8013 0.5961 0.6836 0.7702 0.6108 0.6813 

Green Mottle 0.8296 0.7061 0.7629 0.7737 0.7176 0.7446 

Mosaic Disease 0.9189 0.9687 0.9431 0.9424 0.9366 0.9395 

Healthy 0.6519 0.7154 0.6821 0.6173 0.7491 0.6768 

ตารางท่ี 4  ประสิทธิภาพของ EfficientNet-B0 และ MobileNetV3-Large  
ของโรคมะเขือเทศ 

class 

EfficientNet-B0 MobileNetV3-Large 

Pr
ec

isi
on

 

Re
ca

ll 

F1
-sc

or
e 

Pr
ec

isi
on

 

Re
ca

ll 

F1
-sc

or
e 

Bacterial Spot 0.9958     1.0000     0.9979 0.9958     0.9958     0.9958 
Early Blight      1.0000     0.9780     0.9889 0.9775     0.9560     0.9667 
Late Blight 0.9949     1.0000     0.9974 0.9897     0.9948     0.9923 
Leaf Mold 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Target Spot 1.0000     1.0000     1.0000 0.9928     0.9928     0.9928 
Mosaic Virus 1.0000     1.0000     1.0000 1.0000 1.0000 1.0000 

Septoria Leaf Spot 1.0000 1.0000 1.0000 0.9880     1.0000     0.9939 
Spider Mites Two 

Spotted Spider 
Mite 

0.9936     1.0000     0.9968 1.0000     0.9936     0.9968 

Yellow Leaf Cur 
Virus 

1.0000     0.9970     0.9985 1.0000 1.0000 1.0000 

Healthy 1.0000     1.0000     1.0000 1.0000 1.0000 1.0000 
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(ก) 

 
(ข) 

รูปท่ี 8  Confusion Matrix จากโมเดล EfficientNet-B0 ของชุดขอ้มูล  
(ก) ใบมนัส าปะหลงั (ข) ใบมะเขือเทศ 
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(ก) 

 

(ข) 

รูปท่ี 9  ตวัอยา่งผลการจ าแนกโรคพืชเมื่อใชโ้มเดล EfficientNet-B0 
(ก) ใบมนัส าปะหลงั (ข) ใบมะเขือเทศ 

 

จากผลการทดลองการจ าแนกโรคจากใบมนัส าปะหลงัและมะเขือ
เทศสรุปไดว่้า EfficientNet-B0 เหมาะสมท่ีสุดส าหรับงานจ าแนกโรคพืช
ทั้งความแม่นย  าและความเสถียรระหว่างการฝึกโมเดล  Confusion Matrix 
จากโมเดล EfficientNet-B0 ในรูปท่ี 8(ข) แสดงให้เห็นว่าการจ าแนกโรค

จากใบมะเขือเทศได้ค่าความถูกต้องสูง ขณะท่ีใบมันส าปะหลังยงัมี      
การจ าแนกผิดในบางคลาสดังแสดงในรูปท่ี 8(ก)  อีกทั้งรูปท่ี 9 แสดง
ตัวอย่างผลการจ าแนกโรคมันส าปะหลังและมะเขือเทศเมื่อใช้โมเดล 
EfficientNet-B0 
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การประยุกต์ใช้งานผ่านทาง LINE Chatbot ดังรูปท่ี 10 แสดงให้
เห็นว่าเป็นการส่ือสารแบบสองทาง เร่ิมจากผูใ้ช้ทักทายก่อน ระบบจะ
ถามกลบัว่า “กรุณาพิมพ ์1 (มะเขือเทศ) หรือ 2 (มนัส าปะหลงั)” และให้
ผู ้ใช้ตอบกลับ หลังจากนั้ นระบบจะแจ้งให้ผู ้ใช้ส่งภาพ เมื่อส่งภาพ
เรียบร้อย ระบบจะท าการวิเคราะห์ผลจากโมเดล EfficientNet-B0 ท่ีผ่าน
การฝึกสอนแลว้ ขั้นตอนสุดทา้ยระบบจะตอบกลบัผลการท านายโรคและ
แนวทางการรักษา  

    
(ก) 

    
(ข) 

รูปท่ี 10  ตวัอยา่งการใชง้านผ่าน LINE Chatbot  
(ก) ใบมนัส าปะหลงั (ข)ใบ มะเขือเทศ 

 

งานวิจัยน้ีเป็นการน าเสนอแนวทางในการพฒันาระบบท่ีช่วยให้
ผูใ้ชท้ัว่ไป ซ่ึงไม่มีความรู้ดา้นโรคพืช สามารถจ าแนกโรคพืชเบ้ืองตน้ได้
ง่ายและรวดเร็ว รวมถึงช่วยให้เกษตรกรหรือเจา้หน้าท่ีภาคสนามสามารถ
ตรวจสอบโรคพืชจากใบไดท้นัที โดยไม่ตอ้งรอผลจากผูเ้ช่ียวชาญ 

 

5. สรุปผลและข้อเสนอแนะ 
งานวิจยัน้ีเป็นการเปรียบเทียบประสิทธิภาพของโมเดลเชิงลึกขนาด

เล็กคือ ResNet18, EfficientNet-B0 และ MobileNetV3 เพ่ือจ าแนกโรค
จากภาพใบมันส าปะหลังและใบมะเขือเทศ ผลการทดลองพบว่า 
EfficientNet-B0 มีประสิทธิภาพสุดทั้ งค่าความถูกตอ้งและความเสถียร
ระหว่างการฝึกสอน โดยค่าความถูกตอ้งของการจ าแนกโรคจากใบมะเขือ
เทศอยู่ท่ี 99.81% และใบมันส าปะหลังอยู่ท่ี  84.54%  นอกจากนั้น ได้
พัฒนาระบบต้นแบบท่ีน าโมเดล EfficientNet-B0 ไปใช้งานผ่านทาง 
LINE Chatbot ท่ีสามารถถ่ายรูปใบพืชแลว้ส่งมาถามไดว่้าพืชเป็นโรคใด
โดยระบบจะตอบกลบัแบบอตัโนมติั  

ขอ้เสนอแนะส าหรับการพฒันางานวิจยัในอนาคต ควรเพ่ิมจ านวน
ชนิดของพืชและโรคท่ีใชใ้นการทดลอง เพื่อให้ระบบสามารถจ าแนกโรค
ได้ครอบคลุมขึ้ นและรองรับการใช้งานกับพืชเศรษฐกิจทั้ งหมด 
นอกจากน้ี ควรทดลองระบบกบัภาพถ่ายท่ีไดจ้ากสภาพแวดลอ้มจริงของ
แปลงเกษตร เพื่อประเมินประสิทธิภาพของโมเดลภายใตส้ภาพแสงและ
พ้ืนหลงัท่ีแตกต่างกนั อีกทั้งพิจารณาใชเ้ทคนิค Data Augmentation และ 
Regularization เพ่ือช่วยลดปัญหา Overfitting ซ่ึงจะช่วยให้ระบบมีความ
แม่นย  าและสามารถน าไปประยกุตใ์ชไ้ดจ้ริง 

เอกสารอ้างอิง 

[1] ส านกังานพฒันาการวิจยัการเกษตร (องคก์ารมหาชน), “พืช
เศรษฐกิจ สินคา้สร้างรายไดใ้นครัวเรือนและประเทศ.” [Online]. 
Available: https://www.arda.or.th/detail/6166. [Accessed: Jul. 15, 
2025]. 

[2] ส านกังานพฒันาการวิจยัการเกษตร (องคก์ารมหาชน), “มะเขือเทศ: 
นิยาม ประวติัศาสตร์ และการเดินทางสู่ครัวโลก.” [Online]. 
Available: https://www.arda.or.th/detail/6367.  

[3] สันติ พรมค า, “โรคและแมลงศตัรูของมนัส าปะหลงั,” การจดัการ
ความรู้เทคโนโลยีการผลิตมนัส าปะหลงัในพ้ืนท่ีภาคกลางและภาค
ตะวนัตก, pp. 64–86. [Online]. Available: 
https://www.doa.go.th/share/attachment.php?aid=2912.  

[4] F. Naveed et al., “Sustainable AI for Plant Disease Classification 
using ResNet18 in Few-shot Learning,” Array, vol. 26, 2025.  

[5] T. Devi, K. Alice and N. Deepa, "Plant Disease Detection Using 
Enhanced EfficientNet Architecture in Comparison with 
DenseNet to Analyze the Severity in Leaves with Performance 
Measures," in Proc. Int. Conf. on Data Science, Agents & 
Artificial Intelligence, pp. 1–5, 2022. 

[6] Ü. Atila, M. Uçar, K. Akyol and E. Uçar, “Plant Leaf Disease 
Classification using EfficientNet Deep Learning Model,” 
Ecological Informatics, vol. 61, 2021. 



Thailand Electrical Engineering Journal, Vol. 6 No. 1, January - April 2026 

9 
 

[7] J. Feng, W. E. Ong, W. C. Teh and R. Zhang, "Enhanced Crop 
Disease Detection with EfficientNet Convolutional Group-Wise 
Transformer," IEEE Access, vol. 12, pp. 44147–44162, 2024. 

[8] S. B. S. et al., "Plant Leaf Disease Detection and Classification 
using MobileNetV3 and Wavelet Kernel Extreme Learning 
Machine," in Proc. Int. Conf. on Distributed Computing and 
Electrical Circuits and Electronics, pp. 1–6, 2024. 

[9] K. He, X. Zhang, S. Ren and J. Sun, "Deep Residual Learning for 
Image Recognition," in Proc. Int. Conf. on Computer Vision and 
Pattern Recognition, pp. 770–778, 2016. 

[10] M. Tan and Q. Le. (2019). “EfficientNet: Rethinking Model 
Scaling for Convolutional Neural Networks,” in Proc. Int. Conf. 
on Machine Learning, pp. 6105–6114, 2019. 

[11] A. Howard et al., "Searching for MobileNetV3," in Proc. Int. 
Conf. on Computer Vision, pp. 1314–1324, 2019. 

[12] N. Sankalana, “Cassava Leaf Disease Classification Dataset.” 
[Online]. Available: 
https://www.kaggle.com/datasets/nirmalsankalana/cassava-leaf-
disease-classification. [Accessed: Jul. 15, 2024]. 

[13] T. O. i Emmanuel, “Plant Disease Dataset.” [Online]. Available: 
https://www.kaggle.com/datasets/emmarex/plantdisease.  
 


