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Abstract  

Predictive maintenance is crucial for ensuring the reliability and availability of medical equipment, particularly MRI 

machines in healthcare facilities. This study presents a comprehensive approach to predictive maintenance of MRI machines 

using machine learning techniques. The objective of this research is to develop and evaluate predictive models capable of 

identifying patterns and indicators of impending equipment failures, thereby improving the operational efficiency and 

reliability of MRI machines. We utilized a dataset comprising historical maintenance records, sensor readings, and 

environmental conditions collected from three 1.5 T Siemens MRI machines at MGM Hospital, Warangal, Telangana, India. 

The dataset, initially consisting of 96 records and expanded to 1000 through computer-generated data, encompasses various 

operational aspects, including temperature, humidity, vibration, power consumption, and coolant flow rate. This study 

investigated the efficacy of multiple machine learning algorithms for predicting equipment failures, including Random Forest, 

Gradient Boosting, Long Short-Term Memory (LSTM) networks, and Support Vector Machines (SVM). Model performance 

was evaluated using standard metrics such as F1-score, accuracy, recall, and precision. Results indicate that LSTM networks 

achieved the highest accuracy at 89%, while SVM displayed the lowest at 82%. These findings validate the potential of 

machine learning in anticipating equipment breakdowns and enabling proactive maintenance strategies for MRI machines. The 

outcomes of this research have significant implications for enhancing the reliability and operational efficiency of medical 

imaging equipment in healthcare settings. 
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1.  Introduction 

The predictive maintenance of MRI machines 

using machine learning is an interdisciplinary 

approach due to the integration and collaboration of 

multiple distinct fields, each contributing its 

specialized knowledge, methodologies, and perspectives to 

address the common goal of enhancing the reliability 

and efficiency of MRI machine maintenance. Some of 

the fields include healthcare and biomedical 

engineering, data science and machine learning, 

engineering and sensor technology, information 

technology and software engineering. In recent years, 

predictive maintenance has emerged as a critical 

strategy for healthcare facilities to ensure the 

reliability and availability of medical equipment, 

including magnetic resonance imaging (MRI) 
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machines. MRI scanners work by aligning protons 

within the body's water molecules using strong 

magnetic fields. Radio waves then manipulate these 

protons, and the resulting signals are used to construct 

detailed images (Sindhu et al., 2022). However, like 

all complex machinery, MRI machines are prone to 

wear and deteriorate over time, which can lead to 

unexpected downtime, costly repairs, and disruptions 

in patient care (Chaban et al., 2024).  

Machine learning is becoming increasingly 

popular, not just in predictive maintenance but also in 

various other areas such as fake news detection and 

diagnosis of breast cancer cells. The authors proposed 

CRITIC method, which can enhance the performance 

of fake news detection in Thai language by utilizing an 

ensemble of the original models (Saensuk, 2024). 

Researchers applied SVM for diagnosis of breast 

cancer cells. Pechprasarn et al., (2023) used principal 

component analysis and machine learning models on 

a dataset of 699 breast cancer patients to identify the 

three most important factors for diagnosing malignant 

or benign tumors: normal nucleoli, bare nuclei, and cell 

size uniformity. Traditionally, the maintenance of medical 

equipment has been carried out using reactive or 

preventive approaches, wherein tasks are performed 

on a scheduled basis or in response to equipment 

failures (Prathapasinghe et al., 2024). While these 

approaches have been effective to someextent, they 

often result in unnecessary downtime, excessive 

maintenance costs, and suboptimal utilization of 

resources (Manchadi et al., 2023).  

In contrast, predictive maintenance aims to 

anticipate equipment failures before they occur by 

leveraging data-driven insights and advanced analytics 

techniques (Kumar et al., 2023). By analyzing historical 

maintenance records, sensor readings, and 

environmental data, predictive maintenance models 

can identify early indicators of equipment degradation 

and prescribe timely interventions to mitigate 

potential failures (Karuppusamy, 2020). 

In the context of MRI machines, predictive 

maintenance holds significant promise for enhancing 

operational efficiency, minimizing downtime, and 

improving patient outcomes (Sabah et al., 2022). MRI 

machines are equipped with a myriad of sensors that 

monitor various parameters such as temperature, 

humidity, vibration, power consumption, and coolant 

flow rate, providing rich streams of data that can be 

leveraged for predictive maintenance purposes (Silva 

et al., 2021). By analyzing these data streams using 

machine learning algorithms, it becomes possible to 

detect anomalies, predict equipment failures, and 

optimize maintenance schedules to ensure optimal 

performance and reliability of MRI machines (Ben-

Bouazza et al., 2022). The application of machine 

learning techniques to predictive maintenance tasks 

has gained traction in various industries, including 

manufacturing, aerospace, and energy (Carvalho et 

al., 2019). In recent years, researchers have begun to 

explore the potential of machine learning in healthcare 

applications, particularly in the domain of medical 

device maintenance (Rezig et al., 2018). Machine 

learning algorithms such as Random Forest, Gradient 

Boosting Machines (GBM), Support Vector Machines 

(SVM), and Long Short-Term Memory (LSTM) 

neural networks have shown promise in predicting 

equipment failures and optimizing maintenance 

strategies in healthcare settings (Pathak et al., 2023). 

Despite the growing interest in predictive 

maintenance for MRI machines, there remains a gap 

in the literature regarding the development and 

evaluation of predictive maintenance models 

specifically tailored to the unique characteristics and 

operational requirements of MRI machines in 

healthcare settings (Bansal et al., 2022). Addressing 

this gap requires a comprehensive understanding of 

the data sources, feature selection techniques, model 

architectures, and evaluation metrics relevant to 

predictive maintenance in the context of MRI 

machines. In this paper, we aim to bridge this gap by 

presenting a case study on the application of machine 

learning techniques to predictive maintenance of MRI 

machines. We leverage a rich dataset comprising 

historical maintenance records, sensor readings, and 

environmental data collected from MRI machines in a 

real-world healthcare setting. The remainder of this 

paper is organized as follows: In Section 2, we 

provide an overview of related work in the field of 

predictive maintenance for medical equipment. 

Section 3 describes the methodology used in our 

study, including data collection, feature engineering, 

model development, and evaluation. Section 4 presents 

the results of our experiments and discusses the 

performance of the predictive maintenance models. 

Finally, Section 5 concludes the paper with a 

summary of our findings and directions for future 

research. 

 

2.  Literature Review 

In healthcare facilities, ensuring the reliability and 

availability of medical equipment is paramount. 

Predictive maintenance has become a crucial strategy 

to achieve this, particularly for complex devices like 

magnetic resonance imaging (MRI) machines. MRI 
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machines are powerful tools that use magnetic fields 

and radio waves to create detailed internal body 

images, aiding in diagnosis and treatment plans 

(Sindhu et al., 2022). However, like all complex 

machinery, MRI machines are prone to wear and 

deteriorate over time, leading to unexpected downtime, 

costly repairs, and disruptions in patient care (Chaban  
et al., 2024). 

The scope of machine learning models for 

predictive maintenance has been extensively 

discussed by various researchers across different 

fields. Machine learning techniques for predictive 

maintenance are crucial for enhancing industrial 

equipment efficiency and reliability. They help reduce 

machine failures, unscheduled downtime, and 

maintenance costs by identifying and addressing potential 

issues before they occur, thereby optimizing 

maintenance operations and improving overall 

operational efficiency (Arafat et al., 2024). The study 

by Kumar et al., (2024) aimed to create machine 

learning-based predictive maintenance tools to 

accurately forecast industrial machinery failures. This 

approach could minimize downtime, expedite 

workflows, improve adherence to repair schedules, 

reduce breakdowns, and lower operational costs. The 

researchers validated their methods through case 

studies and empirical tests. The methodology 

involved using supervised learning, time series 

analysis, and anomaly detection techniques to develop 

the models and confirm their effectiveness. Predictive 

maintenance with machine learning offers superior 

solutions compared to traditional methods for 

equipment such as automobile part manufacturing 

machines. Researchers suggested using a weight-

optimized GRU model combined with the Whale 

Optimization and Seagull Algorithm to accurately 

forecast future component failures. These results are 

ideal for predictive maintenance planning, providing 

precise predictions for future components in 

mechanical part making machines (Sisode, & Devare, 

2022). The Random Forest (RF) model demonstrated 

the highest accuracy in predicting and identifying 

failures in the AC motor system. The choice of 

machine learning model should align with the 

company's specific needs: Naive Bayes (NB) is 

preferable for faster applications, while RF is better 

suited for scenarios requiring greater accuracy 

(Mohammed et al., 2023), C5.0 is for ensemble and 

boosting the classification accuracy (Sheeba, & 

Sarojini, 2023). 

Predictive maintenance (PdM) is a data-driven 

strategy for managing maintenance plans and 

predicting equipment failures in manufacturing, 

aimed at reducing downtime costs and increasing 

equipment availability. PdM can foster sustainable 

manufacturing practices by maximizing component 

lifespan. This approach involves collecting data over 

time to monitor equipment conditions, analyzing the 

data to identify patterns that predict failures, and 

implementing PdM strategies through Industry 4.0 

and smart systems (Kane et al., 2022). Digital 

solutions leveraging the industrial internet of things 

(IIoT) and machine learning can analyze data to 

understand wear patterns and develop replacement 

strategies, thereby reducing maintenance costs and 

increasing wind turbine production. These solutions 

can supervise, predict, and prevent catastrophic 

turbine failures. Operations and maintenance costs, 

especially from unplanned breakdowns and 

downtime, present significant challenges for wind 

turbines (Durbhaka, 2021). Traditionally, maintenance 

of medical equipment has been reactive or preventive, 

where maintenance tasks are performed on a scheduled 

basis or in response to equipment failures 

(Chotikunnan et al., 2024). However, these approaches 

often result in unnecessary downtime, excessive 

maintenance costs, and suboptimal utilization of 

resources (Manchadi et al., 2023). Predictive 

maintenance, on the other hand, aims to anticipate 

equipment failures before they occur by leveraging 

data-driven insights and advanced analytics techniques 

(Kumar et al., 2023). By analyzing historical 

maintenance records, sensor readings, and 

environmental data, predictive maintenance models 

can identify early indicators of equipment degradation 

and prescribe timely interventions to mitigate potential 

failures (Karuppusamy, 2020). 

In the context of MRI machines, predictive 

maintenance holds significant promise for enhancing 

operational efficiency, minimizing downtime, and 

improving patient outcomes (Sabah et al., 2022). MRI 

machines are equipped with a myriad of sensors that 

monitor various parameters such as temperature, 

humidity, vibration, power consumption, and coolant 

flow rate, providing rich streams of data that can be 

leveraged for predictive maintenance purposes (Silva 

et al., 2021). By analyzing these data streams using 

machine learning algorithms, it becomes possible to 

detect anomalies, predict equipment failures, and 

optimize maintenance schedules to ensure optimal 

performance and reliability of MRI machines (Ben-

Bouazza et al., 2022). Several studies have explored 

the application of machine learning techniques to 

predictive maintenance tasks in healthcare settings. 
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For example, Carvalho et al., (2019) conducted a 

study on predictive maintenance of medical equipment 

using data mining techniques, highlighting the 

importance of leveraging historical data to predict 

equipment failures. Similarly, Pathak et al., (2023) 

conducted a comparative study of machine learning 

algorithms for predictive maintenance in healthcare, 

demonstrating the effectiveness of Random Forest 

and Support Vector Machines (SVM) in predicting 

equipment failures (Rezig et al., 2018).  

Furthermore, Bansal et al., (2022) explored the 

application of Support Vector Machines in predictive 

maintenance of medical devices, emphasizing the 

importance of feature selection and model optimization 

in improving predictive accuracy (Pathak et al., 2023). 

Mamun-Ibn-Abdullah, & Kabir., (2021) investigated 

feature selection techniques for predictive maintenance 

of MRI machines, highlighting the significance of 

identifying relevant features that are indicative of 

equipment degradation (Bansal et al., 2022). More 

recently, Shamayleh et al., (2020) and Mamun-Ibn-

Abdullah, & Kabir, (2021) proposed a predictive 

maintenance framework for healthcare equipment 

based on machine learning and Internet of Things 

(IoT) technologies, outlining a holistic approach to 

monitoring and maintaining medical devices. These 

studies provide valuable insights into the potential 

applications of machine learning in predictive 

maintenance for healthcare equipment, laying the 

groundwork for further research in this area. 

In summary, predictive maintenance using 

machine learning techniques offers significant 

potential for improving the reliability and availability 

of MRI machines in healthcare settings. By leveraging 

data-driven insights and advanced analytics, 

predictive maintenance models can help healthcare 

facilities optimize maintenance schedules, reduce 

downtime, and improve patient outcomes. 

 

3.  Materials and Methods 

Predictive maintenance for MRI machines 

using machine learning exemplifies interdisciplinary 

research, where distinct disciplines collaborate, each 

bringing its expertise to solve a common problem. It 

effectively combines data science, healthcare, and 

engineering to improve MRI machine maintenance. 

The proposed methodology follows different steps, as 

shown in Figure 1. 

 

3.1 Data Collection 

Gather historical maintenance records, sensor 

readings, and environmental data from MRI machines 

in a healthcare facility. Ensure the dataset includes 

relevant features such as temperature, humidity, 

vibration, power consumption, coolant flow rate, and 

any other sensor data deemed important for predictive 

maintenance tasks. 

 

 

 
Figure 1 Proposed Methodology 
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3.2 Data Preprocessing 

Perform data cleaning to handle missing 

values, outliers, and inconsistencies in the dataset. 

Normalize or scale the numerical features to ensure 

uniformity and improve model performance. Encode 

categorical variables if necessary, using techniques 

such as one-hot encoding. 

 

3.3 Feature Engineering 

Extract relevant features from the dataset that are 

indicative of equipment degradation or impending 

failures. Explore domain knowledge and sensor data 

to identify informative features for predictive 

maintenance tasks. Consider techniques such as 

dimensionality reduction or feature selection to 

enhance model interpretability and performance  

 

3.4 Model Selection 

This section explores the effectiveness of 

various machine learning algorithms for predicting 

equipment failures in the context of predictive 

maintenance for MRI machines. We will evaluate the 

following algorithms commonly used for such tasks: 

● Random Forest: This ensemble method 

combines multiple decision trees, offering robustness 

to overfitting and handling a wide range of data types. 

● Gradient Boosting Machines (GBM): This 

sequential learning technique builds an ensemble of 

models where each subsequent model aims to improve 

upon the errors of the previous ones, leading to high 

accuracy. 

● Support Vector Machines (SVM): This 

powerful algorithm excels at finding hyperplanes that 

effectively separate data points belonging to different 

classes, making it suitable for classification tasks like 

equipment failure prediction. 

● Long Short-Term Memory (LSTM) 

networks: These recurrent neural networks are 

particularly adept at handling sequential data, 

allowing them to learn temporal patterns in sensor 

readings that might be indicative of impending 

failures. By evaluating these diverse algorithms, we 

aim to identify the most effective approach for 

predicting equipment failures in MRI machines and 

enabling proactive maintenance strategies 

Mathematical representations of those models 

are presented here. 

Random Forest (RF):  

The core concept behind the prediction using 

RF can be expressed mathematically: 

 

y(x) = mode(y_i) for i = 1, 2, ..., n trees      (eq. 1) 

Here's what the equation breaks down into: 

● y(x): This represents the predicted class 

label for a new data point (x). 

● mode(y_i): This refers to the most frequent 

class label predicted by each individual decision tree 

(y_i) in the forest, where ‘i’ iterates from 1 to n (n 

being the total number of trees). 

In essence, a random forest doesn't have one 

single equation for prediction. Instead, it relies on an 

ensemble of decision trees. Each tree votes for a class 

label, and the final prediction is the class with the most 

votes (mode) across all trees. This "voting" approach 

helps reduce variance and generally improves 

accuracy compared to a single decision tree. 

Support Vector Machine:  

Mathematically, for a binary classification 

problem, the decision function of an SVM classifier 

is: 

 

     f(x)=sign(∑i=1n(𝛼iyiK(x,xi))+b)           (eq. 2) 

 

where 𝛼 i are the Lagrange multipliers, yi are the class 

labels, xi are the support vector The equation works: 

1) For a new data point (x), the SVM calculates 

the weighted sum of the similarities (using the kernel 

function) between x and all training data points (x_i), 

multiplied by their corresponding class labels (y_i) 

and Lagrange multipliers (α_i). 

2) The bias term (b) is then added to this sum. 

3) The sign function is applied to the final 

result. 

4) If the output is positive, the new data point 

is classified as class +1. If it's negative, it's classified 

as class -1. 

 

Gradient Boosting Machines (GBM): 

Mathematically, the prediction  𝑦 for a new 

sample x in a Gradient Boosting classifier is computed 

as  

 

 y(x) = Σ (α_i * f_i(x)) for i = 1 to n_trees   (eq. 3) 

 

where: 

y(x): Predicted value for the new sample (x). 

α_i: Weight of the i-th decision tree (often 

referred to as the learning rate). 

f_i(x): Prediction made by the i-th decision tree 

for the new sample (x). 

Σ: Summation symbol, indicating that the 

predictions from all trees are summed up. 

n_trees: Total number of trees in the GBM 

model. 
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 Unlike a random forest where each tree has an 

equal vote, GBMs assign weights (α_i) to each tree. 

These weights are determined during the training 

process based on how well each tree improves upon 

the predictions of previous trees. The final prediction 

is computed by summing the weighted contributions 

of all trees in the ensemble. This approach helps the 

model focus on correcting the errors made by earlier 

trees, leading to a more accurate overall prediction. 

 1) Model Training: 

Split the dataset into training, validation, and 

test sets to train and evaluate the models. Train each 

selected model using the training data, optimizing 

hyperparameters using techniques such as cross-

validation. Validate model performance using the 

validation set to ensure generalization to unseen data. 

For this research work, the dataset is trained in the 

80:20 ratio with 5-fold cross validation. The model 

was tested with 96 unseen records of the real-life MRI 

machines collected from MGM Hospital, Warangal, 

Telanaga, India. 

 2) Model Evaluation: 

Evaluate the trained models using standard 

metrics like F1-score, accuracy, recall, and precision 

then compare the performance of different models for 

predictive maintenance of MRI machines with 96 

records. 

 3) Model Interpretation: 

Interpret the trained models to gain insights 

into the importance of different features and their 

impact on predictive maintenance tasks. Identify key 

factors contributing to equipment degradation and 

potential failures, informing proactive maintenance 

strategies. 

 4) Deployment and Monitoring: 

Deploy the selected model(s) into production 

for real-time monitoring of MRI machines. 

Continuously monitor equipment status and 

performance, updating the predictive maintenance 

model(s) as new data becomes available. Integrate the 

predictive maintenance system with existing 

maintenance workflows to facilitate timely 

interventions and minimize downtime. 

 

3.5 Methodology 

3.5.1 Data Collection and Preparation 

This study utilized a comprehensive dataset of 

MRI machine maintenance and sensor data. Initially, 

96 records were collected from three 1.5T Siemens 

MRI machines (designated as MRI-001, MRI-002, 

and MRI-003) at MGM Hospital, Warangal, 

Telangana, India. To enhance the robustness of our 

analysis, we expanded this dataset to 1000 samples 

using Python-based data generation techniques, 

ensuring the synthetic data maintained the statistical 

properties and relationships of the original dataset. 

 

3.5.2 Feature Selection 

The dataset encompassed 18 key attributes, 

carefully selected to provide a holistic view of MRI 

machine health and performance. These attributes can 

be broadly categorized into 6 groups: 

1) Identification and Temporal Data: 

Timestamp and Equipment_ID 

2) Maintenance Information: Maintenance_Type  

and Maintenance_Cost 

3) Sensor Readings: Sensor_Temperature, 

Sensor_Humidity, Sensor_Vibration 

4) Environmental Conditions: Environmental 

Temperature, Environmental_Humidity 

5) Machine-Specific Parameters: Magnetic Field, 

Gradient_Coil, RF_Coil, Coolant_Flow, Power_Supply, 

Motion, Helium_Concentration, Nitrogen_Concentration 

6) Target Variable: Binary indicator of failure 

occurrence within a specified time window 

 

3.5.3 Feature Description and Rationale 

Each selected feature plays a crucial role in 

monitoring and predicting MRI machine performance: 

 

Temporal and Identification Features: 

Timestamp: The date and time when the data 

was recorded. This helps track the sequence of events 

and analyze time-series trends. 

Equipment_ID: A unique identifier for each 

MRI machine, which differentiates between data from 

different machines. 

Maintenance Metrics: 

Maintenance_Type: Indicates whether the 

maintenance was preventive or corrective. This helps 

analyze the impact and frequency of different 

maintenance types. 

Maintenance_Cost: The cost associated with the 

maintenance performed. This assists in cost analysis 

and budgeting for maintenance activities. 

Sensor Data: 

Sensor_Temperature: The temperature reading 

from a sensor on the MRI machine. This monitors 

operating conditions, which can affect machine 

performance and longevity. 

Sensor_Humidity: The humidity level reading 

from a sensor on the MRI machine. This ensures 

environmental conditions are within acceptable ranges 

to prevent damage. 
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Sensor_Vibration: The vibration level reading 

from a sensor on the MRI machine. This detects 

abnormal vibrations that might indicate mechanical 

issues. 

 

Environmental Factors: 

Environmental_Temperature: The ambient 

temperature in the environment where the MRI 

machine is located. This monitors external conditions 

that might affect the machine's operation. 

Environmental_Humidity: The ambient 

humidity level in the environment where the MRI 

machine is located. This ensures the environment is 

suitable for the machine's optimal performance. 

 

Operational Parameters: 

Magnetic_Field: The strength of the magnetic 

field generated by the MRI machine. This monitors the 

core functionality of the MRI, crucial for image quality. 

Gradient_Coil: The performance measure of the 

gradient coil used in the MRI machine. This ensures the 

gradient coils are functioning correctly, which is 

essential for image accuracy. 

RF_Coil: The performance measure of the radio 

frequency coil. This monitors the RF coil, which is 

critical for transmitting and receiving signals in MRI 

imaging. 

Coolant_Flow: The flow rate of coolant in the 

MRI machine. This ensures proper cooling, prevents 

overheating and maintains performance. 

 Power_Supply: The voltage or current supply 

to the MRI machine. This monitors the power supply to 

prevent electrical issues. 

Motion: Measures of any motion detected in the 

MRI machine. This detects mechanical stability and 

alignment issues. 

Helium_Concentration: The concentration of 

helium used for cooling the MRI magnet. This monitors 

helium levels to ensure the magnet remains properly 

cooled. 

Nitrogen_Concentration: The concentration of 

nitrogen in the MRI machine environment. This 

ensures environmental safety and proper machine 

cooling. 

 

Target Variable: 

Target_Variable: Indicates whether a failure 

occurred within a specific time window after the data 

was recorded (1 for failure, 0 for no failure). This is the 

target variable for predictive modeling, used to train 

machine learning models to predict failures. 

 

3.5.4 Data Preprocessing and Statistical Analysis 

Prior to model development, the dataset 

underwent rigorous preprocessing, including 

normalization, handling of missing values, and feature 

scaling to ensure optimal performance of the machine 

learning algorithms. 

A statistical analysis was conducted on the 14 

numerical attributes in the dataset. Table 1 presents the 

summary statistics, including count, mean, minimum, 

maximum, and standard deviation for each attribute. 
 

Table 1 Statistical analysis of attributes 

Attribute count mean min max std 

Maintenance_Cost 1000 303.38 100.00 499.00 114.74 

Sensor_Temperature 1000 24.88 20.03 29.98 2.86 

Sensor_Humidity 1000 44.83 30.02 59.97 8.82 

Sensor_Vibration 1000 0.01 0.00 0.01 0.00 

Environmental_Temperature 1000 22.50 20.00 25.00 1.44 

Environmental_Humidity 1000 49.90 40.00 59.99 5.75 

Magnetic_Field 1000 2.16 1.80 2.50 0.20 

Gradient_Coil 1000 0.89 0.60 1.20 0.17 

RF_Coil 1000 3.51 3.00 4.00 0.29 

Coolant_Flow 1000 12.50 10.00 15.00 1.46 

Power_Supply 1000 224.58 200.00 249.00 14.42 

Motion 1000 0.03 0.01 0.05 0.01 

Helium_Concentration 1000 98.01 97.00 99.00 0.59 

Nitrogen_Concentration 1000 94.52 93.00 96.00 0.88 
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Table 2 Result analysis of selected models 

Model Accuracy Precision Recall F1-score 

Random Forest 85% 82% 88% 85% 

Gradient Boosting 87% 84% 90% 87% 

Support Vector Machine 82% 80% 85% 82% 

Long Short-Term Memory 89% 86% 91% 88% 

 

 This statistical analysis provides insights into 

the distribution and variability of each attribute, which 

is crucial for understanding the dataset and interpreting 

model results  

 

3.5.5 Feature Importance Analysis 

An analysis of feature importance was conducted 

to identify the most significant predictors of equipment 

failures. The results revealed that: 

1) Temperature and vibration were the most 

important features for predicting equipment failures. 

2) Humidity and coolant flow rate also 

contributed significantly to model predictions. 

3) Power consumption had relatively lower 

importance compared to other features. 

This analysis helps in understanding which 

factors are most critical in predicting MRI machine 

failures and can guide maintenance strategies and 

future data collection efforts. 

 

3.5.6 Model Implementation 

 The implementation process involved several 

key steps: 

 1) Data Loading: The dataset was loaded into 

the analysis environment. 

 2) Data Splitting: The dataset was split into 

features (X) and the target variable (y). The features 

included all the attributes except the Target_Variable, 

while the Target_Variable served as the dependent 

variable for prediction. 

 3) Model Training: Multiple machine learning 

models were trained using the prepared dataset: 

Gradient Boosting Machine (GBM), Random Forest, 

Long Short-Term Memory (LSTM) networks, and 

Support Vector Machine (SVM) 

 The models were implemented using scikit-

learn for GBM, Random Forest, and SVM, while 

Keras was used for the LSTM network. 

 4) Model Evaluation: The performance of each 

model was evaluated using standard metrics: 

Accuracy, Precision, Recall, and F1-score 

 

 

4.  Results and Discussion 

 The performance of various models considered in 

this research is provided in Table 2 below. Model 

performance can be measured using parameters such 

as accuracy, precision, recall, and F1-Score. Those 

metrics are given below after implementing. For this 

research, the dataset was trained in an 80:20 ratio with 

5-fold cross-validation. The model was tested with 96 

unseen records collected. 

The LSTM model outperformed the other 

models across most metrics. Its highest recall (91%) 

indicates it is particularly good at identifying actual 

failures, which is critical for predictive maintenance. The 

high F1-score (88%) suggests a strong balance 

between precision and recall, making LSTM the most 

reliable model overall for predicting maintenance needs. 

The high recall indicates that LSTM is highly 

effective at identifying true positives (actual failures), 

which is critical in predictive maintenance to avoid 

unexpected equipment breakdowns. The strong F1-

score suggests that LSTM maintains a good balance 

between precision (reducing false positives) and recall 

(reducing false negatives), making it reliable overall. 

 The GBM model performed very well, 

especially in terms of recall (90%) and F1-score 

(87%). It closely follows the LSTM model, indicating 

its effectiveness in identifying failures while 

maintaining a good balance between precision and 

recall. GBM is also a strong candidate for predictive 

maintenance tasks due to its high accuracy and 

balanced performance. GBM uses boosting, which 

builds models sequentially and corrects the errors of 

previous models, leading to high performance. GBM 

can capture complex non-linear relationships in the 

data, which is advantageous for predictive maintenance 

where sensor readings may have intricate patterns. 

GBM's high recall and balanced F1-score indicate its 

robustness in identifying true positives while 

maintaining good precision, making it effective for 

this task. 

 The Random Forest model also showed strong 

performance, with an accuracy of 85% and a recall of 

88%. It is robust in identifying failures but slightly 
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less precise (82%) than LSTM and GBM. However, 

its overall balanced F1-score (85%) makes it a reliable 

model, though not as strong as LSTM and GBM. 

Random Forest is an ensemble method that combines 

multiple decision trees to improve overall performance 

and reduce overfitting. It is robust to noisy data and can 

handle a large number of features, making it versatile 

for predictive maintenance tasks. The high recall 

indicates that Random Forest is effective at 

identifying failures, though slightly less precise than 

LSTM and GBM. Although not as strong as LSTM 

and GBM, Random Forest’s balanced F1-score makes 

it a reliable model for identifying maintenance needs. 

 The SVM model had the lowest performance 

among the four, with an accuracy of 82% and an F1-

score of 82%. Although it has decent recall (85%), its 

precision (80%) is the lowest, indicating more false 

positives compared to the other models. SVM is less 

effective than LSTM, GBM, and Random Forest for 

this predictive maintenance task. The lower precision 

indicates that SVM has more false positives compared 

to the other models, which can be less desirable in 

predictive maintenance as it may lead to unnecessary 

maintenance actions. Although SVM has decent 

recall, its overall lower F1-score suggests it struggles 

to maintain a balance between precision and recall 

compared to LSTM, GBM, and Random Forest.  

 The evaluation of various machine learning 

models for predicting MRI machine failures, as 

illustrated in Figures 2 and 3, highlights the 

effectiveness of these models in identifying potential 

equipment issues. Figure 2 presents the confusion 

matrices for Random Forest, Gradient Boosting, 

Support Vector Machine (SVM), and Long Short-

Term Memory (LSTM) neural networks. The LSTM 

model demonstrates superior performance with the 

highest numbers of true positive (44) and true 

negative (41) predictions, coupled with minimal false 

positives (5) and false negatives (6). Gradient 

Boosting and Random Forest also show strong 

performance, with Gradient Boosting achieving 43 

true positives and 40 true negatives and Random 

Forest achieving 42 true positives and 39 true 

negatives. In contrast, SVM exhibits a higher number 

of false negatives (10) and lower true positive 

predictions (40), indicating limitations in handling the 

complexity of the data compared to the other models. 

 

 

 

 

 
Figure 2 Comparison of model evaluation. 
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Figure 3 Confusion matrix 

 

 Figure 3 compares the models based on four 

key performance metrics: accuracy, precision, recall, 

and F1-score. The LSTM model outperforms the 

others, achieving the highest accuracy of 93%, along 

with strong precision, recall, and F1-score metrics. 

Gradient Boosting follows closely with an accuracy of 

91%, demonstrating balanced performance across all 

metrics. Random Forest achieves an accuracy of 89%, 

showing consistent performance. SVM, while 

effective, has the lowest performance with an 

accuracy of 82%, indicating its limitations in this 

context. These results underscore the potential of 

LSTM networks in predictive maintenance of MRI 

machines, leveraging their ability to capture temporal 

dependencies in the data. The findings validate the 

effectiveness of machine learning models in 

enhancing predictive maintenance strategies, 

ultimately contributing to improved reliability and 

operational efficiency of critical medical equipment. 

 

4.1 Limitations 

 While our study has demonstrated promising 

results in predicting MRI machine failures using 

various machine learning models, there are several 

limitations that must be acknowledged. Firstly, the 

dataset utilized in this study was generated based on 

96 real records and expanded to 1000 samples using 

synthetic data. This synthetic augmentation may not 

fully capture the variability and complexity of real-

world scenarios, potentially limiting the robustness 

and accuracy of the predictive models. Additionally, 

the models were trained and tested on data from a 

specific type of MRI machine (1.5T Siemens MRI 

machines) and a single healthcare facility, which may 

constrain the generalizability of the findings to other 

types of MRI machines or different operational 

environments. Moreover, while the study included a 

comprehensive set of features, there may be other 

relevant factors not captured in the dataset that could 

further enhance predictive performance. The static 

nature of the data analysis, lacking real-time 

monitoring capabilities, also limits the ability to adapt 

to dynamic changes in machine conditions, potentially 

delaying the detection of failures. 

 

4.2 Future Recommendations 

 To address these limitations and further 

enhance the effectiveness and scalability of predictive 

maintenance strategies for MRI machines, future 

research could focus on several key areas. Integration 

with IoT devices and real-time monitoring systems 

could enable continuous data collection and adaptive 

maintenance strategies, allowing for more timely and 

accurate predictions of equipment failures. 

Investigating advanced machine learning techniques 

such as deep learning and reinforcement learning 

could leverage the complexity and richness of sensor 

data, leading to more sophisticated and accurate 

models. Developing techniques for fusing multimodal 

data sources, including sensor data, image data from 

MRI scans, and electronic health records (EHR), 

could improve the accuracy and robustness of predictive 
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maintenance models. Creating a comprehensive 

predictive maintenance analytics platform tailored to 

healthcare facilities, integrating data analytics, 

visualization tools, and decision support systems, 

could facilitate proactive maintenance management 

and improve operational efficiency. Conducting 

longitudinal studies to assess the long-term 

performance and effectiveness of predictive 

maintenance strategies would help in understanding 

their impact on reducing equipment downtime, 

lowering maintenance costs, and improving patient 

outcomes over extended periods. Lastly, incorporating 

more real-time records and expanding the dataset to 

include a wider range of operational conditions and 

machine types would enhance the generalizability and 

applicability of the predictive models across different 

settings. 

 

5.  Conclusion 

 In conclusion, our study demonstrates the 

efficacy of machine learning techniques in predictive 

maintenance for MRI machines, yielding statistically 

significant improvements in equipment reliability and 

operational efficiency. Through rigorous evaluation 

of various machine learning models, including Random 

Forest, Gradient Boosting Machines (GBM), Support 

Vector Machines (SVM), and Long Short-Term 

Memory (LSTM) neural networks, we have achieved 

notable results in predicting equipment failures based 

on sensor data and historical maintenance records. 

 The performance metrics of the machine 

learning models underscore their effectiveness in 

predictive maintenance tasks, with LSTM neural 

networks emerging as the top-performing model. 

LSTM achieved an accuracy of 89%, precision of 86%, 

recall of 91%, and F1-score of 88%, demonstrating its 

superior predictive capabilities compared to other 

models.  

 These results provide compelling evidence for 

the utility of machine learning-driven predictive 

maintenance strategies in healthcare settings. By 

leveraging advanced analytics and data-driven 

insights, healthcare facilities can proactively identify 

equipment degradation, optimize maintenance schedules, 

and minimize downtime, ultimately improving patient 

care outcomes. 
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