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Abstract 
One of the most successful Digital Image Reconstruction (DIR) techniques for increasing image resolution 

and improving image quality is the Super-Resolution Reconstruction (SRR), which is the procedure of integrating a 

collection of aliased low-resolution low-quality images to form a single high-resolution high-quality image.  However, 

the mainstream SRR algorithms are too delicate to noisy environments because these mainstream SRR algorithms are 

often comprised by the ML (L1 or L2) estimation techniques thereby the new robust SRR algorithm, which is 

comprised by Andrew’s Sine norm, has been proposed for dealing with noisy environments.  Because the performance 

of the new SRR algorithm heavily relies on this Andrew’s Sine norm soft-threshold parameter, resultantly, this paper 

aims to investigate the impact characteristic of this norm constant parameter on the novel SRR algorithm.  In addition, 

multitudinous experiments (which are applied on two standard images: Lena image and Susie image) are simulated to 

make the extensive results under five noise models: noise free, additive Gaussian noise, multiplicative Gaussian noise, 

Poisson noise and Impulsive noise with several noise powers for demonstrating the relationship between the SRR 

performance (in PSNR) and Andrew’s Sine norm soft-threshold parameter under each noisy cases. 

 
Keywords:  SRR (Super-Resolution Reconstruction), DIR (Digital Image Reconstruction), DIP (Digital Image 

Processing), ML (Maximum Likelihood) Estimation, DSP (Digital Signal Processing) 

 

1.  Correlatively researched works 

In the past twenty years, a large-scale 

diversity of SRR algorithms, which is a successful 

reconstructed technique for increasing optical 

resolution and improving image quality (Ng & 

Bose, 2003; Kang & Chaudhuri, 2003; Rajan, 

Chaudhuri, & Joshi, 2003; Park, Park, & Kang, 

2003), have been studied and enquired (Farsiu, 

Robinson, Elad, & Milanfar, 2004a; Patanavijit, 

2009a) for a catalogue of representatives of this 

enormous researched reviews. 

 From the estimation technique 

prospective, almost all these mainstream SRR 

algorithms (Patanavijit, 2009b) are often 

comprised by the L1 Norm estimation technique 

(Farsiu, Robinson, Elad, & Milanfar, 2004b; 

Farsiu, Elad, & Milanfar, 2006) and the L2 Norm 

estimation technique (Schultz & Stevenson, 1994; 

Schultz & Stevenson, 1996; Elad & Feuer, 1997; 

Elad & Feuer, 1999a; Elad & Feuer, 1999b; Elad 

& Hel-Or, 2001) to be the fidelity term in the 

mathematical error function.  For additive 

Gaussian noisy environments, the L1 Norm 

estimation technique often provides the estimated 

result with greater error range than the L2 Norm 

estimation technique.  Nevertheless, the L2 Norm 

estimation technique is too delicate to non-

Gaussian or Impulsive noisy environments than the 

L1 Norm estimation technique.  From the robust 

signal processing prospective (Black, Sapiro, 

Marimont, & Heeger, 1998), one of the robust 

norm estimation techniques is Andrew’s Sine 

norm, which is invented for resisting non-Gaussian 

or Impulsive noise.  For norm estimation 

characteristic prospective, the Andrew’s Sine norm 

is mathematically similar to the L2 norm 

estimation technique for low-power noise or low-

power outlier but the Andrew’s Sine norm is 

mathematically similar to the L1 norm estimation 

technique for high-power noise or high-power 

outlier, instead.  Consequently, the new robust 

SRR algorithm (Patanavijit, 2008; Patanavijit, 

2009c, Patanavijit, 2015), which is comprised by 

Andrew’s Sine norm, has been proposed for 
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observed synthesized low-optical resolution low-

quality images in 2008 and it has the better 

performance for dealing with noisy environments 

than these previous mainstream SRR algorithms, 

which is comprised by L1 and L2 norm estimation 

techniques.  Later, the new robust SRR algorithm 

(Patanavijit, 2009d), which is comprised by 

Andrew’s Sine norm, for low-optical resolution 

low-quality videos has been proposed in 2009.  

Next, the new robust SRR algorithm (Patanavijit, 

2011), which is comprised by Andrew’s Sine norm 

and fast affine block-based registration, for low-

optical resolution low-quality videos has been 

proposed in 2011.  Nevertheless, the performance 

of the new robust SRR algorithm with Andrew’s 

Sine norm is heavily relies on this Andrew’s Sine 

norm soft-threshold parameter thereby this paper 

aims to investigate the impact characteristic of this 

norm constant parameter on the novel SRR 

algorithm.  Resultantly, under five noise models: 

noise free, additive Gaussian noise, multiplicative 

Gaussian noise, Poisson noise and Impulsive noise 

with several noise powers, multitudinous 

experiments, which are applied on two standard 

images: Lena image and Susie image, are 

simulated to make the extensive results for 

demonstrating the relationship between the SRR 

performance (in PSNR) and Andrew’s Sine norm 

soft-threshold parameter under each noisy cases. 

The alignment of this research article is as 

succeeding.  The general conception of the 

mainstream SRR algorithm by the L1 or L2 

estimation techniques is succinctly disclosed in 

Section 2.  The novel conception of the robust 

SRR algorithm, which is implemented by 

regularized ML framework with Andrew’s Sine 

estimation technique, is nominated in Section 3.  

Under various noise models, multitudinous 

experiments are simulated to make the extensive 

results for demonstrating the relationship between 

the SRR performance (in PSNR) and Andrew’s 

Sine norm soft-threshold parameter under each 

noisy case in Section 4.  Lastly, simulated 

consequence and argument are arranged in Section 

5. 

2.  Conception of super-resolution 

reconstruction algorithm 

Section 2 succinctly discloses the general 

conception of the mainstream SRR (Super-

Resolution Reconstruction) algorithm by the L1 or 

L2 estimation (Elad & Feuer, 1999b; Elad & Hel-

O, 2001; Patanavijit, 2008; Patanavijit, 2015).  

Mathematical designate that a group of aliased low 

optical resolution images are   tY  as the 

discovered signals, which incorporates 
1 2N N  

pixels and a single high optical resolution high-

quality image is  tX  as the mathematical 

integrated fused signal, which incorporates 

1 2qN qN  pixels (where q  the optical resolution 

increasing factor in both the straight and straight-

up axis) and is mathematical integrated from group 

of aliased low optical resolution images   tY  

For scaling down the data processing 

memory, each image is detached into a small 

imbricate piece.  From the mainstream of SRR 

notation, the small imbricate piece of image can be 

mathematical specified as vector form by using the 

column-wise lexicographically formatting.  The 

small imbricate piece of aliased low optical 

resolution images can be mathematical specified as 
2

 M

kY R , which incorporates 2 1M  pixels and 

the small imbricate piece of high optical resolution 

image can be mathematical specified as 
2 2

 q MX R , 

which incorporates 2 2 21or 1 L q M  pixels.  For 

the SRR prospective, these two small imbricate 

pieces of image are mathematically specified as 

succeeding equation 

; 1,2, ,  k k k k kY D H F X V k N  (1)             

where X  is the small imbricate piece of the ground 

truth image (unknown), which can be 

mathematical specified in the vector format. 
kY  is 

the aliased low optical resolution images, which 

can be mathematical specified in the vector format. 

kF  represents for the graphic misshape process, 

which is usually translation movement model, 

between the small imbricate piece X  and 
kY , 

which can be mathematical specified in the matrix 

format as 
2 2 2 2 q M q MF R . 

kH  represents for the 

ocular blur process, which is usually spatial stable 

and time stable property, which can be 

mathematical specified in the matrix format as 
2 2 2 2 q M q M

kH R . 
kD  represents for the optical 

resolution declining process, which is usually 

constant, which can be mathematical specified in 

the matrix format as 
2 2 2 M q M

kD R . 
kV  

represents for the noise in detection process, which 

can be mathematical specified in the vector format 

as 
2

 M

kV R . 
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From inverse problem prospective, the 

SRR problem (Farsiu et al., 2004b; Farsiu, Elad & 

Milanfar, 2006), which can be mathematical 

specified in Eq.(1), is classified as an ill-posed 

case. Therefore, an infinite number of estimated 

images ( X ) make Eq. (1) correct in the under-

determined situation or the estimated image ( X ) 

will have a great error if there are a little noise in 

aliased low optical resolution images (
kY ) in full-

rank and over-determined cases. For solving this 

problem, the regularized technique (Patanavijit, 

2009b) has been proposed for incorporating in 

SRR framework to prize the stable solution, to 

boost the convergence processing time and to 

discard artifacts in the estimated image ( X ).   
2.1  L1 Norm estimation for SRR algorithm based 
on ML framework  

The L1 Norm estimation technique is the 
first robust norm estimator, which has been applied 
in the DSP fields, especially DIP.  In 2004, the L1 
Norm estimation technique has been first 
implemented in SRR framework (Farsiu, et al., 
2004b; Farsiu, Elad & Milanfar, 2006).  Because 
of ill-posed case in inverse problem, the 
regularized technique must be embodied with SRR 
framework for reimbursing the error or lost 
information as the ordinary prior function, which is 
typically modeled as an error function in this 
problem Maximum Likelihood error function.  The 
Tiknonov regularized error function, which can be 
mathematically reduced to be Laplacian 
regularization (Farsiu, et al., 2004b), is one of the 
most uncomplicated and effective regularized 
technique therefore the Maximum Likelihood error 
function of this SRR problem can be 
mathematically specified as succeeding equation 

 
2

1

ArgMin 


 
     

 


N

kk k k
X k

X D H F X Y X      (2) 

where   is the regularization constant the 

Laplacian kernel of   is mathematical specified as 

succeeding equation 

 KERNAL 1 8 1 1 1 ; 1 8 1 ; 1 1 1  
 

   (3) 

By the steepest descent method 

(Patanavijit, 2013) for determining the minimized 

solution, the estimated image ( X ) of problem (2) 

mathematically specified as succeeding equation 

 

  
1

1

ˆsign
ˆ ˆ

ˆ








  
   

    
      


N

T T T

n kk k k k k k

k
n n

T

n

F H D D H F X Y
X X

X

 

 (4) 

where    is the step constant in the gradient 

descend method. 

 

2.2  L2 Norm estimation for SRR algorithm based 

on ML framework  

The L2 Norm estimation technique is the 

classical and the first norm estimator, which has 

been applied in the DSP fields, especially DIP.  In 

1994, the L2 Norm estimation technique has been 

first implemented in SRR framework (Schultz & 

Stevenson, 1994; Schultz & Stevenson, 1996). 

Combined with the Tiknonov regularized error 

function, the Maximum Likelihood error function 

of this SRR problem can be mathematically 

specified as succeeding equation 

 
22

2
1

ArgMin 


 
     

 


N

kk k k
X k

X D H F X Y X    (5) 

By the steepest descent method 

(Patanavijit, 2013) for determining the minimized 

solution, the estimated image ( X ) of problem (5) 

mathematically specified as succeeding equation 

 

  
1

1

ˆ
ˆ ˆ

ˆ








 
 

   
    
 


N

T T T

k nk k k k k k

k
n n

T

n

F H D Y D H F X
X X

X

 (6) 

 
 3.  Andrew’s Sine norm estimation for SRR  
algorithm based on ML framework 

The Andrew’s Sine norm estimation 
technique is one of the robust norm estimators 
(Black et al., 1998), which has been applied in the 
robust signal processing fields.  For norm 
estimation characteristic prospective, the Andrew’s 
Sine norm is similar to the L2 norm estimation 
technique for low-power noise or low-power 
outlier but the Andrew’s Sine norm is similar to 
the L1 norm estimation technique for high-power 
noise or high-power outlier, instead.  In 2008, the 
Andrew’s Sine norm estimation technique has 
been first implemented in SRR framework 
(Patanavijit, 2008).  Combined with the Tiknonov 
regularized error function, the Maximum 
Likelihood error function of this SRR problem can 
be mathematically specified as succeeding 
equation 

 

 

1

2

ArgMin





 
 

  
    


N

kANDREW k k k
SINEk

X

f D H F X Y
X

X

       (7) 

 
   2 2

2

sin 2 ;

;





 
 


ANDREW
SINE

T x T x T
f x

T x T

           (8) 
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where T  is Andrew’s Sine norm constant 

parameter, which is a soft threshold real number. 

By the steepest descent method 

(Patanavijit, 2013) for determining the minimized 

solution, the estimated image ( X ) of problem (8) 

mathematically specified as succeeding equation 

 

  
1

1

ˆ
ˆ ˆ

ˆ









 
  

   
    
 


N

T T T

k nk k k ANDREW k k k
SINEk

n n

T

n

F H D Y D H F X
X X

X

  (9) 

   
 sin ;

0 ;






 
  


ANDREW ANDREW
SINE SINE

T x T x T
x f x

x T

  (10) 

 
 4.  The data processing simulation issue 

The purpose of this section is to analyze 

how the proposed robust norm estimation 

(Andrew’s Sine norm) can affect the performance 

of the SRR algorithm (in PSNR).  This section 

presents the experiments and results obtained the 

SRR algorithms using the proposed Andrew’s Sine 

norm estimation technique compared with the 

previous SRR algorithms using the L1 norm 

estimation technique and L2 norm estimation 

technique. 

These image processing simulations are 

written by MATLAB and the small imbricate piece 

of the aliased low optical resolution images (
kY ) is 

appointed at 8x8 and the small imbricate piece of 

the ground truth image (unknown) ( X ) is 

appointed at 16x16.  This simulation processes the 

40th frame Susie sequence (which is converted in 

the gray intensity with 176x144 in QCIF format) 

and the Lena (which is converted in the gray 

intensity with 256x256).  Next, this simulation 

constitutes the aliased low optical resolution 

images (   tY ) by first translational graphic 

misshape processing this original HR image 

(  tX ) by one pixel in the vertical axis and, 

second, ocular blur processing (which is usually 

spatial stable and time stable property) the graphic 

misshaped HR image and, third, optical resolution 

declining processing the ocular blurred graphic 

misshaped HR image and, forth, noise addition 

processing the ocular blurred graphic misshaped 

LR image   tY  with contrasting noise models 

and noise power intensities.  With contrasting 

translational graphic misshape in vertical and 

horizontal axis, the same simulation process was 

executed to constitute 4 aliased low optical 

resolution images (   tY ) from original HR 

image (  tX ).  All 4 aliased low optical resolution 

images (   tY ) are performed as the input 

images of a regularized SRR algorithm based on 

ML framework.  
The guideline for selecting these 

simulated parameter:  ,   and n  was for 
constituting the estimated image in both the most 
visual quality and the highest PSNR.  Moreover, 
for making sure the honesty results, each 
simulations were replayed plentiful times with 
contrast parameter values and the estimated image 
with the most visual quality and the highest PSNR 
is selected. (Farsiu et al., 2004b; Farsiu, Elad, & 
Milanfar, 2006, Patanavijit, 2008). 
 
4.1  The simulation of Andrew’s Sine norm soft-
threshold parameter  

This section presents the simulation 

results of the optimized Andrew’s Sine norm soft-

threshold parameter (which is varied from 1 to 19), 

which make the SRR framework for constituting 

the estimated image in both the most visual quality 

and the highest PSNR as shown in Table 1 and 

Table 2 for Susie and Lena, respectively.  These 

simulation results consist of 4 noise models as 

succeeding: Additive White Gaussian Noise 

(AWGN) at five power intensities as SNR=15, 

17.5, 20, 22.5, 25dB, Poisson Noise at one power 

intensity, Multiplicative White Gaussian Noise 

(Speckle Noise) at three power intensities as 

V=0.01, 0.02, 0.03, Salt&Pepper Noise at three 

power intensities as D=0.005, 0.010, 0.015. 

From the relationship between Andrew’s 

Sine norm soft-threshold parameter and the PSNR 

of both the estimated Susie image as shown Table 

1 (and Figure 1) and the estimated Lena image as 

shown Table 2 (and Figure 2), these comparatively 

simulated results are condensed as succeeding. 

For AWGN and Poisson Noise, the 

Andrew’s Sine norm soft-threshold parameter with 

high value (T=15 - T=19) will make the estimated 

image the highest PSNR. 

For Speckle Noise, the Andrew’s Sine 

norm soft-threshold parameter with high value 

(T=19) will make the estimated image the highest 

PSNR for low noise intensities and the Andrew’s 

Sine norm soft-threshold parameter with low value 

(T=1) will make the estimated image the highest 

PSNR for high noise intensities, instead. 

For Salt & Pepper Noise, the Andrew’s 

Sine norm soft-threshold parameter with medium 

value (T=9) will make the estimated image the 

highest PSNR. 
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4.2  The comparative evaluation of simulation of a 
robust regularized SRR algorithm based on ML 
framework  

In this section, the data processing 

simulations and their results are achieved by the 

SRR framework using the proposed Andrew’s Sine 

norm estimation technique, which can be 

implemented by Eq. (9) and Eq. (10) respectively.  

To validate the achievement of the SRR algorithms 

using the proposed Andrew’s Sine norm estimation 

technique, the estimated image from the SRR 

algorithm using the L1 norm estimation technique, 

which can be implemented by Eq. (4), and the 

estimated image of the SRR algorithm using the 

L1 norm estimation technique, which can be 

implemented by Eq. (6) are comparatively 

displayed for analyzing the performance. 

This section presents the simulation 

results of the estimated images constituted by the 

SRR framework using the proposed Andrew’s Sine 

norm estimation technique, the L1 norm estimation 

technique and the L2 norm estimation technique as 

shown in Figure 1 for Susie image and Figure 2 for 

Lena image, respectively.  These simulation results 

consist of 5 noise models: Noiseless, Additive 

White Gaussian Noise (AWGN), Poisson Noise, 

Speckle Noise and Salt & Pepper Noise. 

From the comparative simulation of the 

estimated Susie image as shown Figure 1, these 

comparatively simulated results are condensed as 

succeeding. 

For Noiseless environment, the estimated 

images constituted by the SRR framework using 

the proposed Andrew’s Sine norm estimation 

technique have the higher PSNR than the estimated 

images constituted by the SRR framework using 

the L1 norm estimation technique and the L2 norm 

estimation technique about 2.62dB and 0.58dB, 

respectively. 

For AWGN environment, the estimated 

images constituted by the SRR framework using 

the proposed Andrew’s Sine norm estimation 

technique have the higher PSNR than the estimated 

images constituted by the SRR framework using 

the L1 norm estimation technique and the L2 norm 

estimation technique about 1.90dB and 0.07dB, 

respectively. 

For Poisson noise environment, the 

estimated images constituted by the SRR 

framework using the proposed Andrew’s Sine 

norm estimation technique have the higher PSNR 

than the estimated images constituted by the SRR 

framework using the L1 norm estimation technique 

and the L2 norm estimation technique about 

1.92dB and 0.07dB, respectively. 

For Speckle noise environment, the 

estimated images constituted by the SRR 

framework using the proposed Andrew’s Sine 

norm estimation technique have the higher PSNR 

than the estimated images constituted by the SRR 

framework using the L1 norm estimation technique 

and the L2 norm estimation technique about 

1.27dB and 0.22dB, respectively. 

For Salt & Pepper noise environment, the 

estimated images constituted by the SRR 

framework using the proposed Andrew’s Sine 

norm estimation technique have the higher PSNR 

than the estimated images constituted by the SRR 

framework using the L1 norm estimation technique 

and the L2 norm estimation technique about 

6.40dB and 4.43dB, respectively. 

From the comparative simulation of the 

estimated Lena image as shown Figure 2, these 

comparatively simulated results are condensed as 

succeeding. 

For Noiseless environment, the estimated 

images constituted by the SRR framework using 

the proposed Andrew’s Sine norm estimation 

technique have the higher PSNR than the estimated 

images constituted by the SRR framework using 

the L1 norm estimation technique and the L2 norm 

estimation technique about 2.69dB and 0.70dB, 

respectively. 

For AWGN environment, the estimated 

images constituted by the SRR framework using 

the proposed Andrew’s Sine norm estimation 

technique have the higher PSNR than the estimated 

images constituted by the SRR framework using 

the L1 norm estimation technique and the L2 norm 

estimation technique about 1.57dB and 0.08dB, 

respectively. 

For Poisson noise environment, the 

estimated images constituted by the SRR 

framework using the proposed Andrew’s Sine 

norm estimation technique have the higher PSNR 

than the estimated images constituted by the SRR 

framework using the L1 norm estimation technique 

and the L2 norm estimation technique about 

1.77dB and 0.01dB, respectively. 

For Speckle noise environment, the 

estimated images constituted by the SRR 

framework using the proposed Andrew’s Sine 

norm estimation technique have the higher PSNR 

than the estimated images constituted by the SRR 



PATANAVIJIT & THAKULSUKANANT 

RJAS Vol. 6 No.1 Jan.-Jun. 2016, pp. 1-16 

6 

framework using the L1 norm estimation technique 

and the L2 norm estimation technique about 

0.82dB and 0.32dB, respectively. 

For Salt & Pepper noise environment, the 

estimated images constituted by the SRR 

framework using the proposed Andrew’s Sine 

norm estimation technique have the higher PSNR 

than the estimated images constituted by the SRR 

framework using the L1 norm estimation technique 

and the L2 norm estimation technique about 

4.77dB and 2.88dB, respectively. 

For the performance analysis and 

conclusion, the proposed Andrew’s Sine norm 

estimation gives the highest PSRN because this 

robust estimator is mathematically designed to be 

robust against noise and reject noise effectively.  If 

the Andrew’s Sine norm soft-threshold parameter 

is set to be low value (1-9) then the mathematical 

characteristic of the Andrew’s Sine norm 

estimation is similar to L1 norm and, thus, this 

Andrew’s Sine norm estimation can well suppress 

the impulse noise or high-power Gaussian noise 

(which has a long tail distribution).  However, if 

the Andrew’s Sine norm soft-threshold parameter 

is set to be high value (9-19) then the mathematical 

characteristic of the Andrew’s Sine norm 

estimation is similar to L2 norm and, thus, this 

Andrew’s Sine norm estimation can well suppress 

the low-power Gaussian noise (which has a 

quadratic distribution). 
 
5.  Conclusion 

This paper presents the Andrew’s Sine 
norm for a robust regularized SRR algorithm based 
on ML framework under various fraudulent 
blurred environments and aims to investigate the 
impact characteristic of this norm constant 
parameter on the novel SRR algorithm. A 
multitudinous experiments, which are applied on 
two standard images: Lena image and Susie image, 
are simulated to make the extensive results under 
five noise models: noise free, additive Gaussian 
noise, multiplicative Gaussian noise, Poisson noise 
and Impulsive noise with several noise powers for 
demonstrating the relationship between the SRR 
performance (in PSNR) and Andrew’s Sine norm 
soft-threshold parameter under each noisy cases. 
Moreover, the comparative simulation of the 
estimated images constituted by the SRR 
framework using the proposed Andrew’s Sine 
norm estimation technique, the L1 norm estimation 
technique and the L2 norm estimation technique 
are analyzed and discussed. 
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Table  1  The result of simulation of Andrew’s Sine norm soft-threshold parameter: Susie 

Noise Case  Reconstructed Frame in PSNR (dB) 

LR 
Frame 

T=1 T=3 T=5 T=9 T=15 T=19 

AWGN(dB) 
SNR=15 

SNR=17.5 
SNR=20 

SNR=22.5 
SNR=25 

 
23.7086 
25.7322 
27.5316 
29.0233 
30.1214 

 
27.6620 
28.5888 
29.3384 
30.0635 
30.6190 

 
27.4148 
28.5964 
29.3978 
30.2950 
30.9682 

 
27.1549 
28.6473 
29.7174 
30.7352 
31.5455 

 
27.2353 
28.9932 
30.3485 
31.3466 
32.2125 

 
27.6640 
29.3362 
30.6732 
31.6561 
32.3830 

 

27.7981 

29.4251 

30.7257 

31.7038 

32.3923 

Poisson 27.9071 29.5122 29.6164 29.8955 30.5684 30.8206 30.8360 

S&P 
D=0.015 
D=0.010 
D=0.005 

 
25.2760 
26.4446 
29.0649 

 
29.8310 
30.2021 
30.6905 

 
33.0566 
33.3044 
33.3987 

 
34.1478 
34.1644 
34.1709 

 
34.4497 

34.4742 

34.4748 

 
34.3850 
34.3911 
34.4036 

 
34.3199 
34.3039 
34.3313 

Speckle: 
V:0.03 
V:0.02 
V:0.01 

 
24.0403 
25.3563 
27.6166 

 
27.9403 

28.4431 
29.3360 

 
27.3321 
27.9733 
29.0953 

 
26.6401 
27.4849 
28.9441 

 
26.0474 
27.3960 
29.5950 

 
26.6272 
28.2785 
30.2731 

 
27.1227 
28.6021 

30.4604 

 
Table  2  The result of simulation of Andrew’s Sine norm soft-threshold parameter: Lena 

Noise Case  Reconstructed Frame in PSNR (dB) 

LR 
Frame 

T=1 T=3 T=5 T=9 T=15 T=19 

AWGN(dB) 
SNR=15 

SNR=17.5 
SNR=20 

SNR=22.5 
SNR=25 

 
23.3549 
24.9598 
26.2188 
27.2417 
27.8884 

 
25.8840 
26.4827 
27.0755 
27.6598 
28.0393 

 
25.8361 
26.5267 
27.1926 
27.8643 
28.3576 

 
25.8716 
26.6818 
27.5033 
28.3188 
28.9817 

 
26.1665 
27.2481 
28.2051 
28.9905 
29.6253 

 
26.5836 
27.7853 
28.5847 
29.1901 
29.7392 

 
26.7178 

27.8765 

28.6288 

29.1980 

29.7237 

Poisson 26.5116 27.6678 28.6500 28.6465 28.7297 28.7317 28.7311 

S&P 
D=0.015 
D=0.010 
D=0.005 

 
24.2190 
25.2677 
26.8577 

 
26.9199 
27.1170 
27.5514 

 
29.2651 
29.4684 
29.4768 

 
30.7171 
30.7406 
30.7739 

 
30.9435 

30.9482 

30.9544 

 
30.8916 
30.8964 
30.8986 

 
30.8395 
30.8478 
30.8519 

Speckle: 
V:0.05 
V:0.04 
V:0.03 

 
21.7994 
22.6069 
23.5294 

 
25.2729 

25.5611 

25.8751 

 
24.9494 
25.2987 
25.6623 

 
24.4788 
24.9174 
25.3811 

 
23.8764 
24.5088 
25.2204 

 
23.9369 
24.7634 
25.7262 

 
24.2293 
25.1397 
26.1051 
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Figure  1  The result of simulation of Andrew’s Sine norm soft-threshold parameter:  SUSIE 

 

 
 

Figure  2  The result of simulation of Andrew’s Sine norm soft-threshold parameter:  LENA 
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(a-1, ,m-1)

Original HR Image

(Frame 40)

(a-2)

Corrupted LR Image

(Noiseless)

(PSNR=32.1687dB)  

(a-3) L1 SRR Image

with Lap Reg.

(PSNR=32.1687dB)

1.00, 0    

(a-5) L2 SRR Image

with Lap Reg.

(PSNR=34.2000dB)

1.00, 0   

(a-4) L1 SRR Image

with BTV Reg.

(PSNR=32.1687dB)

1, 0, 1, 0.7P       

(a-6) L2 SRR Image

with BTV Reg.

(PSNR=34.2000dB)

1, 0, 1, 0.7P     

(b-2)

Corrupted LR Image

(AWGN:SNR=25dB)

(PSNR=30.1214dB)  

(b-3) L1 SRR Image

with Lap Reg.

(PSNR=30.3719dB)

0.5, 1    

(b-5) L2 SRR Image

with Lap Reg.

(PSNR=32.3688dB)

0.5, 1   

(b-4) L1 SRR Image

with BTV Reg.

(PSNR=30.3295dB)

0.5, 0.4, 2, 0.7P       

(b-6) L2 SRR Image

with BTV Reg.

(PSNR=32.1643dB)

0.5, 0.4, 1, 0.7P     

 

(a-7) AS. SRR Image

with Lap Reg.

(PSNR=34.7837dB)

1, 0, 9T   

 

(b-7) AS. SRR Image

with Lap Reg.

(PSNR=32.3923dB)

0.5, 1, 19T     

Figure  3  The estimated image from SRR simulation using proposed robust norm: Susie image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) (BTV is the bilateral total variation regularization function [Farsiu, et al., 2004b]) 
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(e-2)

Corrupted LR Image

(AWGN:SNR=17.5dB)

(PSNR=25.7332dB)  

(e-3) L1 SRR Image

with Lap Reg.

(PSNR=27.5771dB)

1, 1    

(e-4) L1 SRR Image

with BTV Reg.

(PSNR=27.7575dB)

0.5, 0.5, 1, 0.7P       

(e-5) L2 SRR Image

with Lap Reg.

(PSNR=29.3375dB)

0.5, 1    

(e-6) L2 SRR Image

with BTV Reg.

(PSNR=29.4085dB)

0.5, 0.5, 1, 0.7P     

(f-2)

Corrupted LR Image

(AWGN:SNR=15dB)

(PSNR=23.7086dB)  

(f-3) L1 SRR Image

with Lap Reg.

(PSNR=26.2641dB)

0.5, 1    

(f-5) L2 SRR Image

with Lap Reg.

(PSNR=27.6671dB)

0.5, 1   

(f-4) L1 SRR Image

with BTV Reg.

(PSNR=26.9064dB)

0.5, 0.8, 1, 0.7P       

(f-6) L2 SRR Image

with BTV Reg.

(PSNR=27.8418dB)

0.5, 0.3, 2, 0.7P     

 

(e-7) AS. SRR Image

with Lap Reg.

(PSNR=29.4251dB)

0.5, 1, 19T   

 

(f-7) AS. SRR Image

with Lap Reg.

(PSNR=27.7981dB)

0.5, 1, 19T   

(d-2)

Corrupted LR Image

(AWGN:SNR=20dB)

(PSNR=27.5316dB)

(c-2)

Corrupted LR Image

(AWGN:SNR=22.5dB)

(PSNR=29.0233dB)

 

(d-3) L1 SRR Image

with Lap Reg.

(PSNR=28.7003dB)

0.50, 1.0    

(d-5) L2 SRR Image

with Lap Reg.

(PSNR=30.6898dB)

0.5, 1  

 

(c-3) L1 SRR Image

with Lap Reg.

(PSNR=29.6481dB)

0.50, 1.0    

(c-5) L2 SRR Image

with Lap Reg.

(PSNR=31.6384dB)

1.00, 1.0   

(c-4) L1 SRR Image

with BTV Reg.

(PSNR=29.5322dB)

0.5, 0.4, 1, 0.7P       

(c-6) L2 SRR Image

with BTV Reg.

(PSNR=31.5935dB)

0.5, 0.4, 1, 0.7P     

 

(d-4) L1 SRR Image

with BTV Reg.

(PSNR=28.9031dB)

0.5, 0.4, 2, 0.7P       

(d-6) L2 SRR Image

with BTV Reg.

(PSNR=31.0056dB)

0.5, 0.3, 2, 0.7P       

(d-7) AS. SRR Image

with Lap Reg.

(PSNR=30.7257dB)

0.5, 1, 19T   

 

(c-7) AS. SRR Image

with Lap Reg.

(PSNR=31.7038dB)

0.5, 1, 19T   

 

Figure  3  The estimated image from SRR simulation using proposed robust norm: Susie image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) (Cont.) 
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(i-2)

(S&P:D=0.010)

Corrupted LR Image

(PSNR=26.4446dB)  

(i-3) L1 SRR Image

with Lap Reg.

(PSNR=27.7593dB)

1, 1    

(i-4) L1 SRR Image

with BTV Reg.

(PSNR=26.4446dB)

1, 0.5, 1, 0.7P       

(i-5) L2 SRR Image

with Lap Reg.

(PSNR=29.8395dB)

0.5, 1    

(i-6) L2 SRR Image

with BTV Reg.

(PSNR=28.0337dB)

0.5, 0.4, 1, 0.7P     

(j-2)

Corrupted LR Image

(S&P:D=0.015)

(PSNR=25.276dB)  

(j-3) L1 SRR Image

with Lap Reg.

(PSNR=26.9247dB)

1.00, 1.0    

(j-5) L2 SRR Image

with Lap Reg.

(PSNR=28.7614dB)

0.5, 1   

(j-4) L1 SRR Image

with BTV Reg.

(PSNR=25.276dB)

1, 0.5, 1, 0.7P       

(j-6) L2 SRR Image

with BTV Reg.

(PSNR=26.8671dB)

0.5, 0.4, 1, 0.7P     

 

(i-9) AS. SRR Image

with Lap Reg.

(PSNR=34.4742dB)

0.5, 0.25, 9T   

 

(j-9) AS. SRR Image

with Lap Reg.

(PSNR=34.4497dB)

1, 0.25, 9T   

(g-2)

Corrupted LR Image

(Poisson)

(PSNR=27.9071dB)  

(g-3) L1 SRR Image

with Lap Reg.

(PSNR=28.9197dB)

1, 1    

(g-5) L2 SRR Image

with Lap Reg.

(PSNR=30.7634dB)

0.5, 1   

(g-4) L1 SRR Image

with BTV Reg.

(PSNR=29.1201dB)

0.5, 4.0, 2, 0.7P       

(g-6) L2 SRR Image

with BTV Reg.

(PSNR=30.8631dB)

0.5, 0.5, 1, 0.7P     

(h-2)

Corrupted LR Image

(S&P:D=0.005)

(PSNR=29.0649dB)  

(h-3) L1 SRR Image

with Lap Reg.

(PSNR=29.5041dB)

1, 1    

(h-5) L2 SRR Image

with Lap Reg.

(PSNR=31.5021dB)

0.5, 1   

(h-4) L1 SRR Image

with BTV Reg.

(PSNR=29.0649dB)

1, 0.5, 2, 0.7P       

(h-6) L2 SRR Image

with BTV Reg.

(PSNR=30.4617dB)

0.5, 0.4, 1, 0.7P     

 

(g-7) AS. SRR Image

with Lap Reg.

(PSNR=30.836dB)

0.5, 1, 19T   

 

(h-7) AS. SRR Image

with Lap Reg.

(PSNR=34.4748dB)

1, 0.25, 9T   

 

Figure  3  The estimated image from SRR simulation using proposed robust norm: Susie image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) (Cont.) 
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(k-2)

(Speckle:V=0.01)

Corrupted LR Image

(PSNR=27.6166dB)  

(k-3) L1 SRR Image

with Lap Reg.

(PSNR=28.8289dB)

0.5, 1    

(k-5) L2 SRR Image

with Lap Reg.

(PSNR=30.6139dB)

0.5, 1  

(l-2)

(Speckle:V=0.02)

Corrupted LR Image

(PSNR=25.3563dB)  

(l-3) L1 SRR Image

with Lap Reg.

(PSNR=27.5527dB)

0.5, 1    

(l-5) L2 SRR Image

with Lap Reg.

(PSNR=28.9409dB)

0.5, 1  

 

(k-4) L1 SRR Image

with BTV Reg.

(PSNR=28.8656dB)

0.5, 0.7, 1, 0.7P     

 

(l-4) L1 SRR Image

with BTV Reg.

(PSNR=27.8283dB)

0.5, 0.6, 1, 0.7P     

 

(k-6) L2 SRR Image

with BTV Reg.

(PSNR=30.6130dB)

0.5, 0.5, 1, 0.7P     

 

(l-6) L2 SRR Image

with BTV Reg.

(PSNR=28.8859dB)

0.5, 0.5, 1, 0.7P     

 

(k-9) AS. SRR Image

with Lap Reg.
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Figure  3  The estimated image from SRR simulation using proposed robust norm: Susie image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) (Cont.) 
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Figure  4  The estimated image from SRR simulation using proposed robust norm: Lena image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) 
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Figure  4  The estimated image from SRR simulation using proposed robust norm: Lena image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) (Cont.) 
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Figure  4  The estimated image from SRR simulation using proposed robust norm: Lena image (The beneath image on 
each estimated image of each subfigure is the absolute contrast, which is amplified by 5, between estimated image (at 
overhead) to the ground truth image) (Cont.) 
  


