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Abstract 

Emotion recognition is a dynamic process that focuses on a person's emotional state, which implies that the 

emotions associated with each individual's activities are unique. Human emotion analysis and recognition have been 

popular study areas among computer vision researchers. High dimensionality, execution time, and cost are the main 

difficulties in human emotion detection. To deal with these issues, the proposed model aims to design a human emotion 

recognition model using Residual Networks-101 (ResNet-101). A Convolutional Neural Network (CNN) design called 

ResNet-101 solves the vanishing gradient issue and makes it possible to build networks with thousands of convolutional 

layers that outperform networks with fewer layers. An image dataset was used for this emotion recognition. Then, this 

image dataset was subjected to preprocessing to resize the image and eliminate the noise contents present in the images. 

After preprocessing, the image was given to the classifier to recognize the emotions effectively. Here, ResNet-101 was 

used for the classification of six classes. The experimental results demonstrate that ResNet-101 models outperform the 

most recent techniques for emotion recognition. The proposed model was executed in MATLAB software and carried out 

several performance metrics. The proposed architecture attained better performance in terms of accuracy 92% and error 

with 0.08 and other performances like 92% of precision, 85% of specificity and 98% of sensitivity so on, and this shows 

the effectiveness of the proposed model to existing approaches such as LeNet, AlexNet and VGG. In comparison to 

current techniques, the suggested model provides improved recognition accuracy for low intensity or mild emotional 

expressions. 

 

Keywords: convolutional neural network; human emotion recognition; image resizing; noise removal; residual networks-101  

 

 

1.  Introduction 

Human facial expression identification is a 

process of classifying the reactions via body 

movements, verbal expression, facial expression 

and multiple physical signals measurements. 

Human emotions are undeniably important in the 

development of modern technology (Hassan et al., 

2019). Automated tutoring systems, driver warning 

systems, mental health monitoring, smart environ-

ments, human-computer interaction, and image and 

video retrieval are the emotion analysis and 

detection systems recently (Pal, Mukhopadhyay, & 

Suryadevara, 2021). Moreover, emotion recognition is 

used by psychiatrists and psychologists to identify 

different mental health disorders (Al Machot et al., 

2019). Many scholars and researchers developed 
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various strategies and algorithms for recognizing 

emotions from facial features and speech signals 

during the last few decades. Because of its 

complexity, it remains a difficult subject in the area 

of physiology, computer vision, psychology and 

artificial intelligence (Gupta, Chopda, & Pachori, 

2018; Zhang, Zheng, Cui, Zong, & Li, 2018). Facial 

expressions are the most important factor in 

recognizing human emotion. Due to the sensitivity 

of external factors such as dynamic head 

movements and lighting conditions, it is 

challenging to identify human mood using facial 

expression features.  

For instance, Patients' emotional and 

physical conditions can be monitored in real-time in 

a healthcare system with an emotion recognition 

module, and appropriate therapy can be 

administered appropriately (Hossain, & 

Muhammad, 2019). Several researchers have 

shown an interest in recognizing human facial 

features such as age, gender, and emotions over the 

last ten years (Amrani & Jiang, 2017). This is 

because several applications of this difficult topic 

are offered, including security, human-computer 

interaction, and the recognition of human emotions, 

among others (Tzirakis, Trigeorgis, Nicolaou, 

Schuller, & Zafeiriou, 2017). Humans also 

communicate their emotions through facial 

expressions as part of communication (Amrani et 

al., 2017). Humans can easily understand emotions 

and facial expressions, but emotion recognition is a 

difficult challenge for machines (Chen et al., 2018). 

A concept for improving the subject-dependent and 

subject-independent human emotion recognition 

systems is required based on the prior information 

(Abdullah, 2019). Most approaches to analyzing 

facial expressions and recognizing emotions use 

deep learning, a type of machine learning. 

However, its performance is dependent on the 

amount of the data (Wang, Phillips, Dong, & 

Zhang, 2018). Many strategies and procedures have 

been used to classify emotions in recent years, but 

developing an automated system is still difficult 

(Wattana, Janpong, & Supichayanggoon, 2018).  

Deep learning cannot be implemented since 

the size of facial expression datasets is still 

insufficient (Chen et al., 2019). Main intention of 

this research used deep learning approach to 

recognise emotions and demonstrate how data 

preprocessing affects deep learning performance. 

The preprocessing stage involves image resizing 

and noise removal. This preprocessing strategy was 

quite helpful in improving deep learning 

performance. In this research, the human emotion 

recognition model was attained using ResNet 101. 

The image data was fed into the input of the 

classifier for human emotion prediction. The 

emotions were classified into seven classes such as 

neutral, disgust, sadness, happiness, anger, fear and 

surprise. Finally, the accuracy of the proposed 

model and the existing models were compared with 

and without features. The major contribution of this 

paper is given below. 

• Deep learning based Residual network 101 

presents a powerful model for recognizing 

human emotions. 

• Image preprocessing techniques were used to 

enhance accuracy, reduce process 

complexity, and improve deep learning 

performance. 

• A ResNet 101 classifier that was tested and 

trained using the supplied emotion dataset 

carries out an efficient recognition process. 

• The experimental analysis was performed by 

comparing with the lately suggested 

detection methods. 

The upcoming portion of the research paper is 

structured as follows, and this paper includes a 

description of related works in section 2 and section 

3 briefly explains the proposed methodology with a 

network diagram. Section 4 presents experimental 

research, and section 5 concludes the entire paper. 

 

1.1 Literature Review 

In this section, several research related to 

human emotion recognition utilizing various 

techniques are reviewed as follows.  

Salama, El-Khoribi, Shoman and Shalaby 

(2021) developed a new multimodal framework for 

human emotion detection. This designed model was 

based on deep learning architecture of 3D 

Convolutional Neural Network (3D-CNN) for 

retrieving spatiotemporal attributes from video data 

and electroencephalogram (EEG) signals of human 

faces. Thus, fusion prediction was achieved by 

combining data augmentation and learning 

techniques. Fusion of multi-modalities using score 

fusion methods. Convolutional neural networks 

were used to design a facial emotion identification 

system model presented by Mehendale (2020). The 

facial emotion recognition utilizing the 

convolutional neural networks (FERC) model 

consists of two phases of convolutional neural 

network (CNN). The initial stage was responsible 
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for eliminating the background noise from the 

image (Mohammed & Abdulazeez, 2021). Then, 

the facial attribute vector extraction was performed 

in the second stage. In this way, the FERC model 

predicts the five dissimilar kinds of facial emotions 

utilising an expressional vector (EV). Jiang et al. 

(2020) designed a probabilistic and integrated 

learning (PIL) classification model for handling 

high-level human face expression identification 

challenges. Initially, a unique integrated learning 

topology was designed to mimic the human thought 

process. This was built to provide the necessary 

foundation for understanding complex human 

emotions. Furthermore, by computing the 

confidence interval of the classification probability, 

a PIL-based classification model was developed to 

adapt to the fuzziness in facial expression 

categorization caused by emotional uncertainty. 

Additionally, the classification probability 

introduces three new analysis methods: the 

emotional tube, emotional sensitivity, and 

emotional decision preference. Nannapaneni and 

Chatterjee (2021) presented human facial 

expressions and emotion recognition utilizing a new 

machine learning algorithm. The designed model 

comprises three phases: preprocessing, feature 

extraction using the histogram of gradients, and 

emotion classification with the K-nearest neighbor 

classifier. Said and Barr (2021) developed a Face-

Sensitive Convolutional Neural Network approach 

for detecting human emotional expressions. This 

approach was designed to predict expressions on 

grand scale pictures, which were subsequently 

evaluated for face landmarks to predict facial 

expression detection. There were two phases 

included in the FS-CNN model, the first stage was 

patch cropping, and another phase was CNN. The 

first stage was responsible for discovering high 

dimensional face images and image cropping was 

also performed. Then, face expression detection 

was done in the second stage, utilizing the 

convolutional neural network. For improving 

identification performance, two channel EEG 

signals and ocular modality of multimodal approach 

had presented by Ngai, Xie, Zou and Chou (2022). 

In addition, the face modality utilizing facial depths 

as well as facial pictures also adapts a convolutional 

neural network.  

In addition, face modality should be facial 

photos or facial depth and convolutional neural 

network which can represent the spatiotemporal 

information from modality information for emotion 

recognition. The common arousal valence model 

was used for predicting emotions. Furthermore, 

using facial depth outperformed using facial 

photographs. The designed approach of emotion 

recognition has a lot of promise for use in a variety 

of educational settings. Furthermore, using facial 

depth outperformed using facial photographs. The 

designed approach of emotion recognition has a lot 

of promise for use in a variety of educational 

settings. Kittipongdaja and Siriborvornratanaku 

(2022) created an autonomous kidney segmentation 

using 2.5D ResUNet and 2.5D DenseUNet, in order 

to effectively extract intra-slice and inter-slice 

characteristics. In two separate training contexts, 

this method was trained and verified using the 

public data set from the Kidney Tumor 

Segmentation (KiTS19) challenge. Liu et al. (2022) 

developed a model for lung parenchymal 

segmentation in chest CT which was based on 

ResUnet. The residual learning unit was introduced 

in order to communicate low-level information and 

skip connections built on the U-Net architecture 

were used to improve the connection across layers. 

Arabian et al. (2021) presented an effective 

model for image preprocessing through neural 

networks for designing effective classification 

models. This model was developed utilizing the 

standard "AlexNet" network structure and transfer 

learning, using three distinct ways for picture 

inputs. After training on a new randomly selected 

training set from the Oulu-CASIA database, the 

accuracy of a constructed model was tested with a 

randomly selected validation set, and visualizations 

of anticipated areas of significance were assessed. 

Do et al. (2021) developed a deep learning 

method for distinguishing between good and 

negative emotional states. The model consists of 

three phases such as the gathering of the EEG 

dataset, de-noise the signal of EEG data in the 

preprocessing stage, and finally, the classification 

done using AlexNet with VGG-16 for deep 

learning. The Emotive Epoc+ 14 channel portable 

and wearable EEG equipment was then used to 

collect EEG data from 28 individual volunteers 

ranging in age from 21 to 28. This model recorded 

signals for each individual for a total of 20 minutes 

using four different video games as stimuli (2 

positive and 2 negative labelled games). Amrani et 

al. (2022) have described a reliable feature 

extraction technique for classifying targets in SAR 

images by adaptively merging useful features from 

several CNN layers. The targets were first fine-
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tuned to be detected by the YOLOv4 network from 

appropriate MF SAR target images. Then, to 

decrease speckle noise an extremely deep CNN was 

trained entirely from scratch on MSTAR for 

recognizing and acquiring moving and stationary 

targets. Additionally, CNN gets deeper by adopting 

small-size convolution filters to minimize the 

number of parameters in each layer to reduce the 

computing cost. Based on a visual saliency model, 

an efficient feature extraction and classification 

technique was provided by Amrani et al. (2018). 

First, a graph based visual saliency model that was 

SAR-oriented was presented. Second, features like 

gabor and histogram of directed gradients are 

retrieved from processed SAR pictures using our 

saliency model's capacity to highlight the most 

important locations. Third, discrimination 

correlation analysis algorithm was employed for 

characteristic fusion in order to have more 

discriminative characteristics. The Mahalanobis 

distance based radial basis function kernel was 

utilized to develop a two level directed acyclic 

graph support vector metric learning approach that 

effortlessly exploits a two level DAG. This method 

accentuates significant qualities while reducing the 

influence of unnecessary information. Mehendale 

(2020) created a cutting-edge method for 

recognizing facial emotions using Convolutional 

Neural Networks. The FERC's two part CNN 

focuses on retrieving face feature vectors while the 

first portion of CNN eliminates the backdrop from 

the image. Expressional vector in the FERC model 

was used to recognize the five various varieties of 

usual facial expressions. Supervisory information 

was gathered from the 10,000 image database that 

was saved (154 persons). A technique for extracting 

features by employing deep residual network 

ResNet-50 which incorporates convolutional neural 

network for facial expression detection, was 

presented by Li and Lima (2021). By 

experimentally simulating the provided dataset, it 

can be shown this model outperforms the most 

widely used facial emotion recognition algorithms 

in terms of face emotion identification. A pre-

trained DCNN model was adopted by substituting 

its dense upper layer(s) compatible with FER in 

Akhand et al. (2021), very Deep CNN modelling 

through transfer learning approach. The model was 

then tweaked with facial emotion information.  

Training of dense layer(s) was followed by tuning 

every pre-trained DCNN blocks in turn. The 

accuracy of FER has been improved over time 

because of this innovative pipeline technique. 

According to the above-mentioned literature, 

many recognition systems' major flaw is a lack of 

data, which might make it difficult to generalize to 

new samples. The main problem with the upgraded 

model is the enormous number of internal network 

parameters and the high demands on the 

computation speed of hardware devices. These 

difficulties can be addressed by supplementing the 

data (increasing the number of samples) or reusing 

a model that has already been trained on a single 

task (transfer learning), as demonstrated in this 

study with the ResNet 101 network. Because, when 

analyzing among the other image preprocessing 

models, ResNet with many layers can be trained 

quickly, without raising the training error %. By 

applying identity mapping, ResNet assist in solving 

the vanishing gradient problem. 

 

2.  Objectives 

The major objective of the proposed work is 

to develop a deep learning architecture for the 

human facial expression detection. Thus, a 

Convolutional Neural Network design known as 

ResNet-101 solves the vanishing gradient issue, 

enabling the construction of networks with 

thousands of convolutional layers that outperform 

shallower networks.  

 

3.  Methodology 

3.1 Proposed methodology for emotion 

recognition  

ResNet 101 for effective recognition of 

human facial expression is presented. Human 

expressions are one of the most important aspects 

of human contact. Emotion recognition is important 

for human health and the medical method that 

detects, analyses, and determines a person's medical 

status. Human physical parameters are translated 

(signals) into computing signals capable of 

displaying a variety of human emotions in real-

time. For example, lights in a room can alter 

according to a person's mood, or teaching methods 

can be improved by recognizing human facial 

expressions. The proposed model addressed a 

number of issues in the development of scalable, 

reliable, efficient and human emotion recognition 

system with a variety of applications and services.  

Due to its superior performance, CNN has been 

extensively applied in the field of image 

recognition. Facial expression identification 
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technique based on CNN model is suggested in this 

research. The activation function is at the center of 

CNN model's complicated hierarchical structure 

since it has the nonlinear properties that give the 

deep neural network its true artificial intelligence. 

Figure 1 illustrates the proposed architecture 

of the human emotion recognition model using 

CNN. The model consists of three phases such as 

data gathering, preprocessing and classification for 

emotion recognition. The initial phase is 

responsible for gathering the image dataset. The 

next phase is preprocessing. This stage contains 

image resizing, noise removal using median filter 

and contrast enhancement. The final stage is image 

classification using CNN. The emotions were 

classified into six classes such as neutral, sadness, 

happiness, anger, fear and surprise. The step-by-

step process involved in the proposed model is 

elaborately discussed as follows.  

 

3.1.1 Source of images  

The images were taken from a dataset 

published in Kaggle (ARES, 2013). Declaring of no 

copyright shows at 

https://creativecommons.org/publicdomain/zero/1.0/   

 

 

3.1.2 Pre-processing  

After data gathering, the image dataset was 

subjected to preprocessing. In image processing, 

this phase was considered significant for 

minimizing the complexity during classification. 

Because the images contain varying dimensions and 

a lot of noise before preprocessing, some 

preprocessing techniques were used to improve the 

raw image quality. In this research, two 

preprocessing strategies were used: image resizing 

and noise removal. A brief explanation of these 

strategies is provided in this section. 

 

3.1.2.1 Image Resizing  

Image resizing is the process of resizing the 

source of an input image. The original input image 

size was scaled to 256x256 pixels. This was 

because the 256x256 picture size makes deep 

learning algorithms like CNN easier to employ 

(Perumal, & Velmurugan, 2018). Bi-cubic 

interpolation offers a sharper result at the edge than 

previous approaches like bilinear interpolation. 

Equation (1) represents the mathematical term used 

to represent image resizing. 

 

p(x,y)= ∑ ∑ bijx
iyj3

j=0
3
i=0   (1) 

 

 

 

Image Dataset 

Image Resizing 

Noise Removal 

Convolution 
Pooling 

Convolution 
Pooling 

Fully connected 
Output 

ResNet 101

Convolution 

Fear 

Angry 

Sad 

Happy

Neutral 

SurprisedPre-processing 

 
Figure 1 Architecture of human emotion recognition model using ResNet 101 

 

 

From equation (1), 𝑥 denotes the width in 

pixels, 𝑦 signifies the height in pixels and 𝑏𝑖𝑗  denotes 

the squared area in the image. The noise is removed 

using a filtering algorithm using the scaled image as 

an input. 

 

3.1.2.2 Noise Removal 

The image was scaled to a 256x256 matrix in 

this research, and then a median filter is used to 

remove the image's unwanted noisy contents 

(Maheswari, & Radha, 2010). The median filter was 

applied to the input picture 𝑁𝑖 which effectively 

removes background noises.  

 

Fi(a,b)=median{Ni(a,b) }   (2) 

 

Here, (𝑎, 𝑏) indicates the current position of 

an image 𝑁𝑖 and 𝐹𝑖(𝑎, 𝑏) represents the filtered 

image. The preprocessed image was then given into 

ResNet 101 for classification.    
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3.1.3 Classification of human emotion recognition 

using ResNet-101 

The classification problems were resolved 

using Residual Networks (ResNet) structure which 

has a big impact on computer vision problems. To 

prevent gradients from becoming zero following 

chain rule application, the ResNet network employs 

residual connections in this way the gradients can 

flow directly. Normally, the ResNet-101 entirely 

comprises 104 convolutional layers. It also completely 

consists of 33 layers, with 29 of these blocks directly 

using the output of the previous block. At the 

conclusion of each block, the summing operator was 

applied to get the input for subsequent blocks which 

were delivered as residual connections. These 

residuals served as the initial operand of summing 

operator by (Bhatti et al., 2021). The outcome of the 

previous block was fed into convolution layer with 

filter size of 1x1 and stride of 1, followed by a batch 

normalization layer that normalizes the output, and 

the result was fed into the summing operator at that 

block's output. ResNet 101 is one of ImageNet's most 

complex network structures for image classification 

and object detection. Inside CNN, many layers were 

typically interconnected and trained to do various 

tasks in this manner. The network learns multiple 

tiers of characteristics at the end of each layer.  

The layers in ResNet had the same number of 

filters for the same output feature map size, and the 

number of filters was doubled if the characteristic 

map size was cut in half to keep the temporal 

complexity of every layer constant. It does direct 

down sampling by convolutional layers with a two-

step stride. This ResNet was completed when a 

SoftMax and a global average pooling layer were 

triggered in a fully connected layer. Residual 

learning was removal of learned input characteristics 

from that layer. ResNet does this by utilizing shortcut 

links for individual pairs of 33 filters, instantly 

interconnecting 𝑘𝑡ℎ layer's input to the (𝑘 +
𝑥)𝑡ℎ layer's output (Bharati, Podder, Mondal, & 

Prasath, 2021). By repeating activations from the 

prior layer until the layer below it had learnt its 

weights, the purpose of layer skipping was to avoid 

the issue of fading gradients. Weights adjust to 

amplify the layer adjacent to the current one when 

training the network, as well as to mute the layer 

before it. Simple deep convolutional neural networks 

have been proven to be more difficult to train than 

this network. It also deals with the issue of declining 

precision. ResNet-101 is a modified version of the 

50-layer ResNet with a 101-layer Residual Network. 

ResNet-101 is a 101-layer Residual Network that is 

a modified version of the 50-layer ResNet. Here, 

80% of preprocessed data was initially given into the 

ResNet-101 to train the model. After training the 

model, it was tested with the remaining 20% of the 

data. During testing, the model produces better 

outcomes. The classification model produces six 

classes such as neutral, sadness, happiness, anger, 

fear and surprise. 

 

4. Results and discussion  

The proposed deep learning approach of the 

human emotion recognition model was tested on Mat 

Lab software. Data collection, preprocessing and 

classification for emotion recognition were the three 

stages of the model. The image dataset was gathered 

during the first stage. After data gathering, the raw 

data were subjected to preprocessing which performs 

image scaling, noise removal using a median filter 

and contrast enhancement were all included in this 

stage. The preprocessed images were fed into the 

input of the classification process in the last step. 

Here, the ResNet101 model has applied this process 

and the convolutional layers were responsible for 

extracting the effective image features. The fully 

connected layer finally classified the image features 

into six different human emotions including neutral, 

sadness, happiness, anger, fear, and surprise. The 

experimental analysis of this proposed framework's 

deep learning approach considered several 

parameters. The considered parameter was MCC, 

Precision, Specificity, Kappa, F1_Score, Error, FPR, 

Sensitivity and accuracy. These parameters were 

evaluated for the proposed work to prove effective 

and accurate emotion prediction. The existing 

machine learning techniques considered for this 

comparison investigation, such as LeNet, AlexNet 

and VGG. These conventional approaches were 

compared with ResNet-101 and the proposed 

framework using the ResNet-101 technique for 

accurate emotion detection.  

 

4.1 Dataset description 

The proposed model was evaluated and tested 

on human emotion image dataset, and it was gathered 

from (ARES, 2013). The data consists of 48x48 pixel 

portraits of faces in grayscale. Each face is roughly 

in the same place and occupies a similar amount of 

area due to the automatic registration of the faces. 

The dataset entirely contains 958 images divided into 

train and test datasets. Images are categorized based 

on the emotion shown in facial expressions like 
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surprise, neutral, sadness, happiness, fear, anger, and 

disgust. The dataset has 200 images as surprise, 254 

images as neutral, 152 images as sadness, 102 

images related to happiness, 100 images related to 

anger and 150 as disgust images. The proposed 

ResNet 101 model was trained with 80% of images 

and once trained the model that was tested with the 

rest of the 20% of images. After that, the tested 

model detected six different classes as, surprise, 

neutral, sadness, happiness, anger and disgust. The 

following Figure 3 shows the sample facial emotion 

dataset.
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Figure 2 ResNet 101 Layer Diagram 
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Table 1 shows the confusion matrix attained 

for the developed approach. Here, there are six 

different classes were detected through the 

proposed ResNet model. Class 0 was specified as 

surprise that correctly predicted 200 data. Class 1 

which was specified as neutral that correctly 

predicted 200 data and 54 data were wrongly 

predicted as surprise and 10 data were wrongly 

predicted as sadness. Class 2 was correctly 

predicted as 100 data and 2 data was wrongly 

predicted as happiness. Class 3 was correctly 

predicted as 100 and 2 was wrongly predicted as 

neutral. Class 4 was correctly predicted as 76 and 

wrongly predicted as 40. Class 5 was correctly 

predicted as 100 data.  

  

     

     

     
Figure 3 Sample facial emotion dataset  

Source: Dataset published in Kaggle (ARES., 2013) 

 
Table 1 Confusion matrix attained for the proposed model  

Total tested data =958 
Predicted data 

Surprise Neutral Sadness happiness Disgust Anger 

Actual data  Surprise 200 0 0 0 0 0 

Neutral 54 200 10 0 0 0 

Sadness 0 0 110 40 0 0 

happiness 2 0 0 100 0 0 

Disgust 0 4 0 0 76 40 

Anger 0 0 0 0 0 100 
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 (a)  (b) 

 

 
(c) 

 
Figure 4 Comparison of (a) accuracy (b) sensitivity (c) specificity 

 

Figure 4 (a) compares the accuracy 

of proposed and current deep learning algorithms. 

The proposed method's accuracy was determined to 

be 92%, which is higher than the other three 

approaches. LeNet has 86% accuracy, AlexNet has 

85% accuracy, and VGG has 72% accuracy. 

Compared to other current approaches our proposed 

model attained high accuracy. Figure 4 (b) 

illustrates the comparison of sensitivity between the 

proposed and current deep learning approaches. 

The proposed model achieved higher sensitivity 

than other contemporary methods. The sensitivity 

value for the developed approach is 98%, which 

surpasses the three existing methods. LeNet has 

83% of sensitivity, AlexNet has 79% of sensitivity, 

and VGG has 73% of sensitivity. Figure 4 (c) 

displays the specificity comparison between the 

proposed method and current deep learning 

algorithms. The proposed model achieved higher 

specificity than the existing methods. The 

specificity for the proposed method is measured at 

85%, which surpasses the three other existing 

methods. LeNet has a specificity of 84%, AlexNet 

has 76%, and VGG has 61%. 

Figure 5 (a) compares the error rates of the 

proposed method with current algorithms. The 

proposed model yielded a lower error value than 

existing methods. The error for the proposed 

method is measured at 0.08, which is lower than the 

three other existing methods. LeNet has an error of 

0.15, AlexNet has an error of 0.22, and VGG has an 

error of 0.29. Figure 5 (b) compares the precision of 

the proposed model to that of the currently available 

deep learning algorithms. The proposed model 

achieved a precision of 92%, which is more than the 

existing three methods. LeNet has 85% of 

precision, AlexNet has 73% of precision, and VGG 

has 68% of precision.  
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Figure 5 Comparison of (a) error (b) precision (c) f1_score 

 

Figure 5 (c) demonstrates the comparison 

of the F1 score between the proposed method and 

the currently used deep learning algorithms. The 

proposed model achieved a higher F1 score than 

other contemporary approaches. The F1 score for 

the proposed method is measured at 90%, 

surpassing the three other existing methods. 

LeNet has an F1 score of 67%, AlexNet has 55%, 

and VGG has 49%. 

Figure 6 (a) compares the FPR for 

proposed and current deep learning algorithms. 

The proposed model attained less FPR value than 

the existing methods. The FPR for ResNet-101 is 

found to be 0.17, which is less than the existing 

three methods. LeNet has 0.31 of FPR, AlexNet 

has 0.35 of FPR and VGG has 0.40 of FPR. When 

compared to the other methods, the proposed 

ResNet-101 attained 0.14% less value than LeNet, 

0.18% less value than AlexNet, 0.23% less value 

than VGG. This shows the effectiveness of the 

proposed technique. Figure 6 (b) compares the 

Kappa scores of developed and current deep 

learning algorithms. The proposed model attained 

high kappa value compared to other existing 

methods. Kappa value for the developed method 

is found to be 83%, which is more than the 

existing three methods. LeNet has 72% of kappa, 

AlexNet has 64% of kappa, and VGG has 53% of 

kappa. 
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Figure 6 Comparison of (a) FPR (b) Kappa (c) MCC 

 
 

Figure 6 (c) compares the MCC of the 

proposed method with existing deep learning 

algorithms. The ResNet-101 model achieved a 

higher MCC than other currently used methods. 

The MCC for the proposed method is found to be 

82%, which is higher than the three existing 

methods. LeNet has an MCC of 58%, AlexNet has 

an MCC of 55%, and VGG has an MCC of 48%. 

According to Table 2, which shows the 

comparison of the proposed and existing deep 

learning strategies. The proposed ResNet101 

approach achieved 92% accuracy. DOG+CNN 

technique in author (Shin et al., 2016) attained 

83.72%, Fused CNN technique in author (Alif et 

al., 2018) attained 83.72% of accuracy, 

Raw+CNN technique in author (Shin et al., 2016) 

attained 62.2% of accuracy, Gender+CNN 

technique in author (Dar et al., 2020) attained 94% 

of accuracy, CNN+kernel size and number of 

filters technique in author (Agrawal & Mittal, 

2020) attained 65%, DCT+CNN technique in 

author (Shin et al., 2016) attained 56.09% of 

accuracy, multi-view DCNN technique in author 

(Alfakih et al., 2020) attained 72.27% of accuracy, 

Is+CNN technique in author (Shin et al., 2016) 

attained 62.16% of accuracy, CNN+pre-

processing technique in author (Lopes et al., 2017) 

attained 82.10% of accuracy and Hist+CNN 

technique in author (Shin et al., 2016) attained 

66.67% of accuracy.
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Table 2 Comparison of accuracy among proposed and existing deep learning strategies 

Methods Author Accuracy (%) 

DOG+CNN Shin, Kim and Kwon (2016) 58.96 

Fused CNN Alif et al. (2018) 83.72 

Raw+CNN Shin et al. (2016) 62.2 

Gender+CNN Dar, Javed, Bourouis, Hussein and Alshazly (2022) 94 

CNN+kernel size and number of 

filters 
Agrawal & Mittal (2020) 65 

DCT+CNN Shin et al. 2016 56.09 

multi-view DCNN Alfakih et al. (2020) 72.27 

Is+CNN Shin et al. 2016 62.16 

CNN+preprocessing 
Lopes, De Aguiar, De Souza and Oliveira-Santos 

(2017) 
82.10 

Hist+CNN Shin et al. 2016 66.67 

ResNet101+preprocessing Proposed 92 

 

Table 3 Comparison of accuracy utilizing dissimilar techniques 

Methods Expression Accuracy (%) 

DNN-Driven (Zhang et al., 2016) 5 80.10 

C-CNN (Lopes et al., 2017) 6 91.64 

PCRF (Bailly, & Dubuisson, 2017) 5 76.1 

JFDNN (Jung, Lee, Yim, Park, & Kim, 2015) 5 72.5 

HOG (Kumar, & Kumar, 2017) 6 89.70 

Proposed ResNet101 6 92 

 

 When compared to other techniques used for 

human facial emotion recognition, the proposed 

ResNet-101 model achieved better accuracy, 

underscoring the effectiveness of the detection 

model. 

Table 3 shows the comparison analysis of 

accuracy utilizing different techniques through BU-

3DFE dataset. According to the analysis the 

proposed technique attained better accuracy than 

other methods.  The proposed ResNet-101 attained 

92% of accuracy which is 11.9% higher than DNN-

Driven (Zhang et al., 2016), 0.36% less than C-

CNN (Lopes et al., 2017), 12.9% less than PCRF 

(Bailly, & Dubuisson, 2017), 19.5% less than 

JFDNN (Jung et al., 2015) and 2.3% less than HOG 

(Kumar, & Kumar, 2017). 

 

5.  Conclusion 

This research focuses on designing a model 

for recognising human emotion using ResNet-101. 

The proposed model consists of three phases such 

as data gathering, pre-processing and classification. 

The initial phase was data gathering, and the dataset 

includes human emotion-related images. The 

second phase was preprocessing, and the image 

dataset was subjected to preprocessing to resize the 

image as well as eliminate the noise contents 

present in the images. The ResNet 101 model was 

adopted to categorize facial expressions. After 

preprocessing the outcome was given as the input 

of the ResNet 101, here convolutional layers were 

responsible to extract the image features and then 

the fully connected layer categorized these image 

features into six different classes like, fear, anger, 

sad, happy, neutral and surprised. The performance 

analysis was performed by comparing the proposed 

technique, i.e. ResNet-101, with several 

convolution neural network structures such as 

LeNet, AlexNet and VGG. The experimental 

outcomes reveal that the applied methods executed 

with mostly better results considering the 92% of 

accuracy, 0.08 error, 92% of precision, 85% of 

specificity and 98% of sensitivity and so on using 

human emotion image dataset. This outcome 
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reveals the proposed model attained better 

compared with several convolution neural 

networks. Although some characteristics and 

services like Microsoft Cognitive Services are 

becoming more popular, much work still has to be 

done to improve their effectiveness, accuracy, and 

usability. Emotion Recognition will therefore 

demand a lot more focus in the future. The model 

will eventually be enhanced to categorize primary 

and secondary emotions in real-time video and 

image data. The future scope is also focused on 

increasing the results' accuracy and packaging the 

model into a consumable service that can be used 

by a variety of collaborating systems. 
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