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Abstract  
Heart disease is a complicated disorder that is becoming increasingly common. Finding the best treatment plan for any 

heart disease patient requires early detection. The main goal of this study is to improve the prediction of heart disease by 

implementing ensemble learning techniques with machine learning (ML) models. The dataset used in this study, comprising 

319,755 records from the Centers for Disease Control and Prevention, was downloaded from the Kaggle website. The SMOTE-

ENN hybrid approach was used to address class imbalance. To increase the consistency and distribution of numerical variables, 

data preprocessing entailed standardization and the creation of dummy variables. The machine learning (ML) models Random 

Forest, Logistic Regression, Support Vector Machine, and Extra Trees were applied to the processed dataset without and with 

bagging, boosting, and stacking ensemble methods. Stacking, which combined SVM and Logistic Regression, outperformed 

the baseline models and other ensemble techniques, returning the highest recall score of 0.837731. This study underlines the 

significance of data balancing and ensemble learning for accurate forecasts based on medical datasets, which are typically 

large. The findings highlight how ML can enhance early diagnosis and intervention in the treatment of cardiac disease. 
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1.  Introduction 

Heart disease affects a large number of people 

worldwide. The early and effective detection of heart 

disease is essential for successful medical care. The 

complex nature of heart disease demands careful 

treatment. Failure to identify the correct treatment 

plan may result in more severe cardiac problems or 

early death (Li et al., 2020; Mohan et al., 2019). 

According to the World Health Organization, 

cardiovascular diseases (CVDs) killed an estimated 19.8 

million people in 2022, representing approximately 32% 

of all global deaths (WHO, 2025). The United States in 

particular is facing significant increases in the 

prevalence and cost of CVDs, necessitating effective 

strategies for management and prevention (Heidenreich 

et al., 2011). 

Assessing the risk of heart disease in its early 

stages requires analysis of either lifestyle or 

behavioral patterns, such as stress management, 

exercise routines, and smoking habits (Franklin et al., 

2021; Van Trier et al., 2022). Additionally, common 

symptoms of CVD, such as chest pain, shortness of 

breath, fatigue, palpitations, and peripheral 

symptoms, are crucial indicators in the early detection 

and management of the disease. These symptoms 

directly impact quality of life and often prompt 

patients to seek timely medical intervention. Raising 

awareness of lifestyle behaviors and disease 

symptoms, and addressing risk factor management, 

are essential strategies in reducing the global burden 

of CVD (Jurgens et al., 2022). 

https://doi.org/10.59796/jcst.V15N4.2025.1
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Nevertheless, the present diagnostic techniques 

for CVD frequently fail to detect the disease early 

enough. Problems arise during the drawn-out procedures 

and the intricate, costly study of patient information. 

Conventional methods, which rely on medical history, 

physical examination, and the evaluation of symptoms 

by medical professionals, frequently fail to correctly 

diagnose CVD. There is an urgent need for more 

sophisticated diagnostic tools that can get around these 

restrictions and improve the early diagnosis of CVD in 

order to improve patient outcomes (Restrepo Tique et al., 

2024; Baghdadi et al., 2023). 

In the medical field, machine learning (ML) plays 

a crucial role in analyzing medical data and reducing the 

workload of healthcare professionals. ML enables the 

rapid and accurate analysis of large datasets to identify 

patients at risk of heart disease using predictive models 

developed from medical information. ML is highly 

effective at predicting risks in heart disease patients 

(Westcott & Tcheng, 2019; Badawy et al., 2023; 

Alowais et al., 2023; Das et al., 2024). 

The remainder of this paper is organized as 

follows. Section 1.1 explains the literature review of 

the most recent studies that have been suggested in 

this area. Section 2 outlines the objective of this study 

to improve model performance. Section 3 describes 

the research methodology, including the datasets used, 

the measures used to preprocess the data, the methods 

used to balance the data, and the classification models 

used. Section 4 presents the research findings, during 

which we analyze the performances of the baseline 

models and their efficiency improvements due to the 

ensemble techniques applied. Performance was 

evaluated by focusing on the key metrics of accuracy, 

precision, recall, and F1-score. Finally, in section 5, 

we present our conclusions and make suggestions for 

additional research. 

 

1.1 Literature Review 

To highlight the significance of the proposed 

research, this section reviews some existing ML 

approaches to medical diagnostics. 

Das and Sengur (2010) employed ensemble 

methods, including bagging, boosting, and random 

subspace techniques, to improve valvular heart 

disease detection. Using a dataset of 215 samples, 

they demonstrated the efficacy of the methods, 

achieving high levels of sensitivity and specificity. 

For heart disease classification, Fida et al. (2011) 

proposed homogeneous ensemble methods optimized 

by a genetic algorithm. The method outperformed 

standalone classifiers, achieving notable improvements 

in accuracy, sensitivity, and specificity. Latha and Jeeva 

(2019) used ensemble classification techniques to 

increase the accuracy of their heart disease prediction. 

In line with the results of previous research, they 

found that bagging and boosting helped improve the 

accuracy of heart disease prediction. Using bagging, 

boosting, and stacking on a CVD dataset, Shorewala 

(2021) also achieved improvements over basic prediction 

techniques. Specifically, the results showed that the 

boosting model achieved the highest AUC (0.73), 

while the stacking model had the best accuracy at 

75.1%. The study confirmed that ensemble techniques 

can effectively improve the accuracy of heart disease 

prediction. Rajendra and Latifi (2021) applied logistic 

regression along with feature selection and ensemble 

techniques to predict the onset of diabetes. Their study 

demonstrated that Max Voting and stacking increased 

accuracy to as high as 93%, and that enhanced data 

preprocessing improved the performance of the 

predictive models. In Gao et al. (2021), ensemble 

techniques were used to improve the accuracy of heart 

disease prediction by selecting relevant features from 

the dataset. Two extraction approaches were used: 

linear discriminant analysis (LDA) and principal 

component analysis (PCA). The results indicated that 

bagging with the decision tree model performed the 

best. 

Chaurasia & Pal (2021) developed a stacking-

based ensemble technique and feature selection 

method to enhance the accuracy of breast cancer 

diagnosis. They utilized four base models: SVM,  
K-Nearest Neighbors, Naive Bayes, and perceptrons, 

and combined their results using the stacking 

technique with logistic regression as the meta-model. 

Their findings demonstrated the significant potential 

of stacking to improve breast cancer diagnostic 

systems. Pal and Gangwar (2023) tested the 

performances of models created using algorithms. 

Specifically, ET feature selection processes were used 

to pick classification algorithms and appropriate 

attributes. While bagging, SVM, Multilayer 

Perceptron, and Gradient Boosting increased the 

accuracy of heart disease prediction, the bagging 

method performed better in terms of accuracy. Using 

a well-defined search strategy, Mahajan et al. (2023) 

reviewed and analyzed the use of bagging, boosting, 

stacking and voting, for five highly researched 

diseases: diabetes, skin disease, kidney disease, liver 

disease and heart disease. They found that stacking 

performed particularly well for predicting skin disease 

and diabetes, while bagging demonstrated strong 

performances for kidney and liver disease predictions.  
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Furthermore, Gabriel (2024) focused on 

developing a web application for heart disease 

prediction using a dataset from the CDC. Five 

machine learning models-XGBoost, RF, SVM, LR, 

and LightGBM-were trained. The findings demonstrated 

that the XGBoost model outperformed the others, 

particularly in predicting heart disease patients, with 

an F1-score of 34%, recall of 81%, and precision of 

21%. The model’s precision, recall, and F1-score for 

patients without cardiac disease were 97%, 72%, and 

83%, respectively. 

Nissa et al. (2024) investigated boosting ensemble 

techniques, focusing on CatBoost, RF, Gradient 

Boosting, AdaBoost, and LightGBM. Their results 

underscored the effectiveness of AdaBoost, which 

showcased its superiority over the other algorithms by 

achieving a predictive accuracy of 95% for CVD. 

Bhagat et al. (2025) explored stacking-based ensemble 

methods, employing several classifiers. Their results 

demonstrated that stacking was particularly effective, 

achieving a maximum accuracy of 98.53%, making it 

a robust approach for early heart attack prediction. 

Sultan et al. (2025) proposed a stacking learning model 

named NCDG for heart disease prediction using  

a dataset from the CDC. The model employed Naive 

Bayes, Categorical Boosting, and Decision Tree as 

base learners and Gradient Boosting as the meta-

learner. To address the issue of data imbalance, the 

study applied SMOTE and Borderline-SMOTE 

techniques. In addition, the SHAP method was utilized 

to explain the model's decision-making process. The 

experimental results showed that the NCDG model 

achieved the best performance, and its reliability was 

validated using K-Fold Cross-Validation. 

Despite the depth of the existing research, 

applications of ensemble learning techniques for early 

heart disease detection are lacking. Primarily, these 

techniques have been studied to improve the accuracy 

of predicting heart disease and related conditions. 

Given the complexity of patient data frequently 

encountered in the medical profession today, data 

preparation is typically overlooked in current 

research, which frequently concentrates on general 

datasets or traditional models. The potential of 

ensemble methods to diagnose and predict early-stage 

cardiac diseases, especially when addressing 

unbalanced datasets, remains underexplored. This 

study proposes a novel approach that integrates 

ensemble techniques with data balancing methods to 

enhance model development for early cardiac disease 

prediction. By improving diagnostic precision, 

expanding treatment options and reducing associated 

risks, this approach aims to facilitate early detection 

and timely intervention, leading to significantly better 

patient outcomes. 

 
2.  Objectives  

 This research aims to: 

1. To compare the predictive performance of 

heart disease classification using different machine 

learning models, including RF, LR, SVM, and ET. 

2. To improve the predictive performance of 

heart disease classification using ensemble techniques. 

 

3.  Materials and Methods 

The proposed methodology for heart disease 

prediction comprises five major stages, as illustrated 

in Figure 1. The dataset obtained from the Centers for 

Disease Control and Prevention (CDC) was 

preprocessed through data cleaning, duplicate 

removal, cluster sampling, transformation, and 

standardization to ensure data quality and 

consistency. Second, SMOTE-ENN was utilized to 

resolve the problem of class imbalance by generating 

synthetic minority instances and discarding 

misclassified or noisy samples. Third, several 

machine learning (ML) models, including RF, LR, 

SVM, and ET were trained as base classifiers. Fourth, 

ensemble techniques namely bagging, boosting and 

stacking were implemented to enhance predictive 

performance. Finally, the models were evaluated 

using accuracy, precision, recall, and F1-score to 

determine their effectiveness in the early detection of 

heart disease. The entire process was implemented 

using Python version 3.11.5 on a Jupyter Notebook 

utilizing basic libraries from Scikit-Learn. 

 

3.1 Dataset 

The Centers for Disease Control and Prevention 

(CDC) provided the heart disease datasets used in this 

study.  

They are accessible on the Kaggle website at 

https://www.kaggle.com/datasets/kamilpytlak/person

al-key-indicators-of-heart-disease. Each of the 

319,755 records in the original dataset includes one 

dependent characteristic and 17 independent variables 

that indicate whether cardiac disease is present. The 

attribute of each variable is described in Table 1. 
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Table  1 Attributes of the dataset 

Attribute Score Information 

Heart Disease 0 = No,       1 = Yes 

BMI (kg/m²) Min = 12.02,     Max = 94.85 

Smoking 0 = No,       1 = Yes 

Alcohol Drinking 0 = No,       1 = Yes 

Stroke 0 = No,       1 = Yes 

Physical Health (day) Min = 0, Max = 30  

Mental Health (day) Min = 0, Max = 30  

Difficulty Walking 0 = No,       1 = Yes 

Sex 0 = Female,     1 = Male 

Age Category 1 = 18–29, 2 = 30–34, 3 = 40–49, 4 = 50–59, 5 = 60–69, 6 = 70–79, 7 = 80 or older 

Race 0 = American Indian, 1 = Asian, 2 = Black, 3 = Hispanic, 4 = Other, 5 = White 

Diabetic 0 = No, 1 = No (borderline diabetes), 2 = Yes, 3 = Yes (during pregnancy) 

Physical Activity 0 = No,       1 = Yes 

General Health 0 = Excellent, 1 = Fair, 2 = Good, 3 = Poor, 4 = Very good 

Sleep Time (hr) Min = 1, Max = 24  

Asthma 0 = No,       1 = Yes 

Kidney Disease 0 = No,       1 = Yes 

Skin Cancer 0 = No,       1 = Yes 

 

 
Figure 1 Heart disease prediction workflow 
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3.2 Data Preprocessing 

The data preprocessing process comprised four 

steps: data cleaning, cluster sampling, data 

transformation and splitting, and data balancing. The 

overall methodology is illustrated in Figure 1. 

 

3.2.1 Data Cleaning 

Data cleaning involved checking for missing 

values and duplicating data. No missing values were 

found. However, we identified 18,078 duplicate records, 

which were removed, resulting in a cleaned dataset of 

301,717 records. 

 

3.2.2 Cluster Sampling 

The cleaned dataset of 301,717 records 

included 27,261 cases of heart disease (class 1) and 

274,456 cases of no heart disease (class 0). This 

distribution was considered a notable class imbalance, 

which was rectified by using a straightforward cluster 

sampling to downsample the majority class while 

keeping all occurrences of the minority class in order. 

To simplify data management and balance the classes 

for the model training, and to mitigate bias (Matloff, 

2017), we partitioned class 0 into five groups of 

54,891 records, ensuring that the groups of class 0 

instances were evenly distributed and did not 

dominate the learning process. Since there were no 

significant differences between the five new groups, 

we randomly selected one of them to make up the 

training dataset, which consisted of 27,261 records of 

heart disease and 54,891 records of no heart disease. 

This procedure produced a balanced dataset of 82,152 

records. 

 

3.2.3 Data Transformation and Splitting 

Data transformation comprised two steps. In 

the first step, categorical variables of age, race, diabetic 

status and general health were converted into dummy 

variables using one-hot encoding, producing 22 new 

variables. The transformation converted categorical data 

into numeric form (0 or 1). As a result, the number of 

independent variables increased to 30. 

Standardizing the data into a suitable format is 

crucial when dealing with numeric variables such as 

BMI, physical health, mental health and sleep time. 

Standardization plays a vital role in data preparation, 

ensuring that all variables contribute equally and 

minimizing skewness in the data distribution. It was 

accomplished here by applying a standard normal 

distribution using Eq. (1), 

 

z=
x-μ

σ
,       (1) 

 

where 

𝑥 is the value of each data point in a variable, 

𝜇 is the mean of the variable 𝑥, 

𝜎 is the standard deviation of the variable 𝑥. 

This operation gave the dataset a mean of 0 and 

a variance of 1. 

 After standardizing the numeric variables, we 

performed an outlier detection. We found that the 

attributes BMI (2,326 records) and sleep time (1,511 

records) contained a total of 3,768 overlapping outliers. 

These outlier records were removed, resulting in  

a dataset of 78,384 records for analysis. The primary 

objective of these preparatory procedures was to 

minimize bias in both numerical and categorical 

features. Specifically, categorical variables were 

transformed into dummy variables using one-hot 

encoding, thereby eliminating artificial ordering and 

ensuring independent contributions from each 

category. For numerical variables, standardization 

was applied to place features on a comparable scale, 

reducing skewness and preventing dominance by 

variables with larger ranges. In addition, outlier 

detection and removal were performed for variables 

such as sleep duration and BMI to mitigate the 

influence of extreme values on the learning process. 

Collectively, these preprocessing techniques reduced 

potential sources of bias and produced a more 

balanced and representative dataset, providing a 

robust foundation for developing machine learning 

models that are both reliable and generalizable.  This 

was the dataset used in the subsequent stages of our 

study. The 78,384 records were randomly split into a 

training set and a testing at a 70:30 ratio. The training 

set, used to build and train the ML model, comprised 

54,868 records. The testing set, used to evaluate the 

performance of the trained model, comprised 23,516 

records that had not been used during the learning 

process. 

 

3.2.4 Data Balancing Techniques 

Class imbalance significantly impacts the 

performance of ML models by introducing bias 

toward the majority class, which contains more 

samples. Since most of the training data comes from 

the majority class, the model tends to return more 

accurate predictions from the majority class while 

underperforming on the minority class (Ketu & 

Mishra, 2022; Chapakiya et al., 2025). To mitigate the 

effects of class imbalance, which often causes ML 
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models to favor the majority class, we addressed this 

issue by evaluating six data balancing techniques: 

SMOTE-Tomek, SMOTE-ENN, ADASYN, SMOTE, 

TomekLinks, and Random Under Sampling (RUS). 

Based on previous experimental results (Tui-on et al., 

2024), the SMOTE-ENN technique demonstrated the 

highest overall performance across various evaluation 

metrics. Therefore, SMOTE-ENN was selected as the 

preferred method for handling class imbalance in the 

training dataset in this study. SMOTE generates 

synthetic samples for the minority class, while ENN 

removes noisy or misclassified instances from both 

classes. This combination enhances class balance 

while reducing noise in the dataset (Muntasir Nishat 

et al., 2022). After applying the SMOTE-ENN method, 

the final training dataset comprised 42,192 records, as 

shown in Table 2. 

 

Table 2 Class distribution before and after data balancing 

with SMOTE-ENN 

 Class 0 Class 1 Total 

Imbalanced Data 36,837 18,031 54,868 

Balanced Data 20,221 21,971 42,192 

 

3.3 Classification Models 

Predictive models for heart disease datasets are 

built from classification models. The classification 

models analyzed in this research included the 

following: 

 

3.3.1 Random Forest 

RF is an ensemble algorithm that combines 

multiple decision trees to improve classification 

performance. It creates a random forest of decision 

trees by randomly selecting and repeating subsets of 

the training data multiple times. The outcomes of each 

decision tree are then aggregated using majority 

voting for classification (Latha & Jeeva, 2019). 

 

3.3.2 Logistic Regression 

LR is an ML method within the category of 

supervised learning. It is used to predict outcomes 

represented as categorical variables based on 

independent variables. The output of LR ranges 

between 0 and 1, making the method suitable for 

predicting probabilities between two classes. Since 

the method is computationally efficient and highly 

interpretable, it is particularly well-suited to 

forecasting medical events and for real-world 

healthcare applications (Ahmad, 2021; Dissanayake 

& Md Johar, 2021; Hasanin & Khoshgoftaar, 2018). 

 

3.3.3 Support Vector Machine 

Support vectors are the closed data points to the 

hyperplane that help maximize the margin between 

classes and can affect the orientation and position of 

the hyperplane. The dimensions of the hyperplane are 

determined by the amount of input features. SVM 

works well for classifying high-dimensional data. The 

aim of SVM is to find a hyperplane with the largest 

margin that separates data points into two groups 

(Schölkopf et al., 1996). Because SVM can handle 

large, high-dimensional datasets, it performs well in 

disease prediction, especially diabetes, cancer, and 

heart disease. Although its restricted interpretability 

can be problematic, its computational economy and 

resilience to overfitting make it a dependable option 

(Soman et al., 2009). 

 

3.3.4 Extra Trees 

ET is an ensemble technique that emphasizes 

randomness in the tree building process (Ahmad, 

2021). The primary distinction between RF and ET 

lies in how they choose the root node for decision 

making. Whereas ET randomly selects k features, RF 

chooses the optimal feature. ET shows less correlation 

and greater variability between features as a result of 

the randomization in feature selection (Sharaff & 

Gupta, 2019). Another difference is that RF uses 

bootstrap replicas to generate subsets of size N for 

training ensemble members (decision trees), whereas 

ET uses the whole original sample. 

 

3.3.5 Ensemble Techniques 

Instead of using a single model to generate 

predictions, ensemble learning generates predictions 

by combining multiple classification models (Latha & 

Jeeva, 2019). This approach typically improves 

performance by utilizing the following three 

techniques. 

 

Bagging  

Bagging classification enhances and improves 

the performance of models by combining multiple 

instances of the same model, such as decision trees. 

The process begins with bootstrap sampling, where 

subsets of the training set are randomly selected. Each 

subset is used to create individual models, and the 

final prediction is determined using a majority vote 

method (Breiman, 1996). 

 

Boosting  

Boosting classification is an ensemble technique 

designed to improve the performance of weak 
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learners. New models are created by taking into 

account the errors of the previous models. It is an 

iterative process that depends on prior predictions, 

adjusting the weights of misclassified samples in 

subsequent rounds (Ghosh et al., 2021). The AdaBoost 

algorithm was applied in this research. 

 

Stacking  

Stacking is a technique that enhances 

predictive performance by combining two or more 

models through a meta-classifier that is suitable for 

classification or regression tasks (Natarajan et al., 

2024). The outputs from base classifiers are 

aggregated to form the input for the meta-classifier. In 

this work, RF, LR, SVM, and ET were the base-level 

classifiers and LR was the designated meta-classifier. 

The parameters of the four base models, RF, 

LR, SVM, and ET, were set as shown in Table 3. 

These parameters were mostly drawn from the Scikit-

learn library's default settings, with small tweaks 

made to ensure consistency and reproducibility. Such 

configurations were purposefully chosen to give a 

transparent and reliable baseline for assessing the 

proposed methodology. 

Similarly, the ensemble methods bagging, 

boosting, and stacking were also configured based on 

default settings with minor adjustments, as shown in 

Table 4. 

 

3.4 Performance Metrics 

On the testing set, model performances were 

evaluated based on the classifications obtained from 

the confusion matrix in Table 5. The results were used 

to calculate the performance metrics accuracy, 

precision, recall and F1-score for the final evaluation 

of model performances. Patients defined as having 

heart disease were indicated by a positive prediction, 

whilst those classed as not having heart disease were 

indicated by a negative prediction. 

 
Table 3 Parameter settings for bagging, boosting and stacking 

Model function Parameters 

RF from sklearn.ensemble import 

RandomForestClassifier 

Random Forest Classifier (n_estimators = 73, 

max_depth = 12, min_samples_split = 2, 

random_state = 0, bootstrap = False) 

LR from sklearn. linear_model import 

LogisticRegression 

LogisticRegression (random_state=0) 

SVM from sklearn.svm import SVC SVC (probability = True, kernel = 'linear') 

ET from sklearn.ensemble import ExtraTreesClassifier Extra Trees Classifier (n_estimators = 100, 

random_state = 0) 

 
Table 4 Parameter settings for bagging, boosting and stacking 

Technique Ensemble function Parameters 

bagging from sklearn.ensemble import 

BaggingClassifier 

BaggingClassifier (estimator = model, 

n_estimators = 10, max_samples = 0.8, 

max_features = 1.0, random_state = 42, 

bootstrap = True) 

boosting from sklearn.ensemble import 

AdaBoostClassifier 

AdaBoostClassifier(estimator = model, 

n_estimators = 50, learning_rate = 1.0, 

random_state = 42) 

stacking from sklearn.ensemble import 

StackingClassifier 

1. set estimators 

 Model = [1st base classifier] 

2. create meta-model 

 StackingClassifier(estimators =  Model, 

final_estimator = LogisticRegression()) 

 
Table 5 Confusion matrix 

 Predicted Positive Predicted Negative 

Actual Positive True Positive )TP( False Negative )FN( 

Actual Negative False Positive )FP( True Negative )TN( 
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The terms used in the confusion matrix define 

the following classifications 

TP: The model correctly predicted that the 

patient had heart disease.  

TN: The model correctly predicted that the 

patient did not have heart disease. 

FP: The model incorrectly predicted that the 

patient had heart disease, when the patient did not 

have heart disease. 

FN: The model incorrectly predicted that the 

patient did not have heart disease, when the patient did 

have heart disease. 

Accuracy, precision, recall and F1-score were 

calculated as follows (Sokolova & Lapalme, 2009). 

Accuracy: This is a measure of the overall 

performance of a model in predicting outcomes. It 

represents the ratio of the number of correct 

predictions to the total number of samples and was 

calculated as:  

 

Accuracy= 
TP+TN

TP+TN+FP+FN
 

 

Precision: This is a measure of model accuracy, 

specifically its ability to correctly identify samples 

predicted as positive. It focuses on minimizing the 

number of False Positives, and was calculated as: 

 

Precision= 
TP

TP+FP
 

 

Recall: This is a measure of the model’s ability 

to correctly identify all Positive samples, and was 

calculated as: 

 

Recall= 
TP

TP+FN
 

 

F1-score: This is a measure of balance between 

precision and recall, calculated using their harmonic 

mean. The F1-score is an important metric for 

evaluating precision and recall simultaneously, and 

was calculated as: 

 

F1-score= 2
(Precision x Recall)

(Precision+Recall)
 

 

4.  Results and Discussion 

The performances of the RF, LR, SVM, and ET 

classification models on the heart disease dataset were 

compared based on accuracy, precision, recall and F1-

score. The results before and after balancing the data 

with SMOTE-ENN are shown in Table 6. 

In medical diagnostics, a high recall is crucial 

as it minimizes FNs, when patients with heart disease 

are misclassified as disease-free. Failing to diagnose a 

case of heart disease can lead to delayed treatment, 

which increases the risk of complications and death 

(Pope et al., 2000; Behnke, 2022). All recall values 

were considerably higher after the data were balanced. 

After balancing the data, the LR model achieved the 

highest recall value of 0.833377, along with accuracy, 

precision and F1-score values of 0.726909, 0.550453 

and 0.662993, respectively. 

 The enhancement of model performance due to 

bagging, boosting and stacking ensemble techniques 

were compared. The results in Table 7 show that 

bagging SVM achieved the highest recall value of 

0.835092, along with accuracy, precision, and F1-

score values of 0.728738, 0.552404 and 0.664951, 

respectively. The next best performance was achieved 

by bagging LR, which had a recall value of 0.833641, 

along with accuracy, precision, and F1-score values of 

0.727547, 0.55115 and 0.663586, respectively.

Table 6 Performances of base model classification 

Model 
Before balancing with SMOTE-ENN 

accuracy precision recall F1-score 

RF 0.772708 0.689825 0.535752 0.603103 

LR 0.773643 0.683049 0.555541 0.612731 

SVM 0.773303 0.689853 0.539050 0.605199 

ET 0.733968 0.591614 0.563984 0.577469 

Model 
After balancing with SMOTE-ENN 

accuracy precision recall F1-score 

RF 0.737916 0.604843 0.810775 0.692830 

LR 0.726909 0.550453 0.833377 0.662993 

SVM 0.728695 0.552548 0.832322 0.664175 

ET 0.727377 0.554489 0.784697 0.649806 

 
  



TUION ET AL. 

JCST Vol. 16 No. 1, January-March 2026, Article 166 

9 

Table 7 Performances of base model classification with bagging 

Bagging model 
Performance 

accuracy precision recall F1-score 

Bagging RF 0.733926 0.560405 0.809631 0.662349 

Bagging LR 0.727547 0.551155 0.833641 0.663586 

Bagging SVM 0.728738 0.552404 0.835092 0.664951 

Bagging ET 0.728015 0.553955 0.801847 0.655239 

 
Table 8 Performances of base model classification with boosting 

Boosting model 
Performance 

accuracy precision recall F1-score 

Boosting RF 0.740219 0.571015 0.780211 0.659419 

Boosting LR 0.726314 0.551887 0.802639 0.654053 

Boosting SVM 0.724528 0.552129 0.769921 0.643085 

Boosting ET 0.725251 0.552158 0.781398 0.647075 

 
Table 9 Performance of base model classification with stacking 

Stacking model 
Performance 

accuracy precision recall F1-score 

RF+LR  0.733075 0.559471 0.808575 0.661343 

RF+SVM 0.733245 0.559697 0.808311 0.661413 

RF+ET 0.728865 0.556558 0.781530 0.650132 

LR+SVM 0.726697 0.549926 0.837731 0.663983 

LR+ ET 0.727717 0.555284 0.779815 0.648669 

SVM+ ET 0.727845 0.555419 0.780079 0.648853 

RF+LR+ SVM 0.733075 0.559460 0.808707 0.661379 

RF+LR+ ET 0.728653 0.556424 0.779947 0.649492 

LR+ SVM+ ET 0.727802 0.555399 0.779683 0.648702 

SVM+ ET+RF 0.728016 0.556559 0.780211 0.649676 

RF+LR+ SVM+ ET 0.728780 0.556623 0.779419 0.649445 

   

Models were processed through the boosting 

framework using the AdaBoost algorithm. The results 

shown in Table 8 indicate that boosting LR returned 

the highest recall value of 0.802639, with accuracy, 

precision, and F1-score values of 0.726314, 0.551887 

and 0.654053, respectively. The second best 

performance was achieved by boosting ET, which 

gave a recall value of 0.781398, along with accuracy, 

precision, and F1-score values of 0.725251, 0.552158 

and 0.647075, respectively. 

Two or more models were stacked, with all 

four base classifiers being utilized.  The meta-model 

used for final prediction was LR. The results are 

presented in Table 9. Stacking LR+SVM returned the 

highest recall value of 0.837731, along with accuracy, 

precision, and F1-score values of 0.726697, 0.549926, 

and 0.663983, respectively. Stacking RF+LR+SVM 

produced the next best scores, with a recall value of 

0.808707, and accuracy, precision and F1-score 

values of 0.733075, 0.559460 and 0.661379 

respectively. 

Table 10 presents a comparison of recall scores 

returned by the four base models on imbalanced data 

and balanced data, as well as when applied with 

bagging, boosting and stacking. Recall values were 

significantly better on the balanced data than the 

imbalanced data. The recall score of LR increased 

from 0.555541 to 0.833377 the highest recall among 

the four base models. 

The recall results returned after bagging 

indicated that bagging enhanced recall for certain 

models, notably SVM and ET. However, the recall 

values returned by RF and LR exhibited only minor 

changes after bagging. When boosting was applied, all 

the models returned lower recall scores compared to 

the base model. The recall score of SVM decreased 

from 0.832322 to 0.769921 while the recall score of 

LR decreased from 0.833377 to 0.802639. The results 

suggested that boosting does not improve the 

performance of the four models used, possibly due to 

the asymmetrical influence of misclassified samples, 

which affects the boosting mechanism’s learning 

process. When stacking was applied, the LR+SVM 
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model returned the highest recall value of 0.837731, 

surpassing the recall values of all the other techniques. 

This result demonstrated that stacking was the most 

effective method of enhancing the vital recall metric, 

especially when integrating the LR and SVM models. 

Consequently, stacking emerged as the most efficient 

approach to the problem of resolving class imbalance 

issues. 

To further validate the proposed LR+SVM 

model's performance, a classification report was 

created to evaluate precision, recall, and F1-score 

across both classes.  As shown in Table 11, the model 

produced balanced results with notably high recall for 

the positive (heart disease) class, suggesting its great 

capacity to reduce false negatives, which is especially 

important for early disease identification. 

The classification report in Table 11 shows the 

proposed LR+SVM stacking model's performance in 

both classes. In particular, the model had a recall of 

0.84 for the positive class (heart disease), which is 

crucial for reducing false negatives and guaranteeing 

quick diagnosis. Furthermore, the macro and 

weighted averages validate the model's robustness, 

producing an overall accuracy of 0.73, indicating that 

it performs consistently even under imbalanced data 

conditions.
 

Table 10 Comparison of recall between imbalanced data, balanced data and ensemble techniques 

Imbalanced data Recall 

RF 0.535752 

LR 0.555541 

SVM 0.539050 

ET 0.563984 

Balanced data Recall 

RF 0.810775 

LR 0.833377 

SVM 0.832322 

ET 0.784697 

Bagging Recall 

Bagging RF 0.809631 

Bagging LR 0.833641 

Bagging SVM 0.835092 

Bagging ET 0.801847 

Boosting Recall 

Boosting RF 0.780211 

Boosting LR 0.802639 

Boosting SVM 0.769921 

Boosting ET 0.781398 

Stacking Recall 

RF+LR 0.808575 

RF+SVM 0.808311 

RF+LR+ SVM 0.808707 

LR+SVM 0.837731 

 

Table 11 Classification report for the LR+SVM model 

Model Accuracy Classes precision recall F1-score support 

 No Disease (0) 0.90 0.67 0.77 15,936 

 Heart Disease (1) 0.55 0.84 0.66 7580 

      

accuracy    0.73 23,516 

Macro average  0.72 0.76 0.72 23,516 

Weighted average  0.79 0.73 0.74 23,516 

Micro average  0.73 0.73 0.73 23,516 
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Figure 2 AUC–ROC of the LR+SVM stacking model 

 

 
Figure 3 Learning curve of the LR+SVM stacking model 

 
Furthermore, the ROC curve shown in Figure 2 

demonstrates the model's balance between sensitivity 

and specificity, with an AUC of 0.830. This 

demonstrates a high level of discrimination between 

individuals with and without cardiac disease. These 

findings corroborate the LR+SVM stacking 

framework's clinically relevant prediction accuracy 

and highlight its critical role in early identification and 

medical decision-making. 
The learning curve in Figure 3 shows that the 

LR+SVM stacking model performs consistently as the 

number of training samples increase. The close 

alignment of training and validation accuracy, with 

validation converging to training accuracy indicates 

low overfitting or underfitting. The suggested 

methodology for large-scale clinical datasets is 

resilient, as seen by its consistent validation accuracy 

of around 0.91 across varied sample sizes. 

Importantly, this robustness can be attributed to the 

stringent preprocessing pipeline and the careful 

application of SMOTE-ENN exclusively within the 

training folds, which together mitigate class 

imbalance and prevent data leakage that might 

otherwise bias the evaluation.  

In contrast, the study by Sultan et al. (2025) 

may have been prone to data leakage, as indicated by 

their uniformly high-performance measures (accuracy, 

precision, recall, and F1-score all reported at 0.91), 
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which may not reflect true predictive performance. By 

comparison, our technique demonstrates more 

realistic and dependable improvements, thereby 

strengthening the credibility of early cardiac disease 

diagnosis in real-world settings. Furthermore, these 

findings highlight our methodology’s practical 

potential for clinical translation, particularly in 

supporting medical decision-making via clinical 

decision support tools.   
 

5.  Conclusion 

This study applied the machine learning 

models Random Forest (RF), Logistic Regression 

(LR), Support Vector Machine (SVM) and Extra 

Trees (ET) to the CDC heart disease dataset, available 

on the Kaggle platform. Before training the models, 

we applied the SMOTE-ENN technique to address 

class imbalance in the dataset. The implementation of 

bagging, boosting, and stacking ensemble learning 

methods significantly improved the prediction of 

heart disease, particularly in terms of recall, which is 

crucial for accurately identifying individuals with 

heart disease. Stacking LR and SVM with LR as the 

meta-learner returned the highest recall value of 

0.837731, outperforming the baseline models and the 

bagging and boosting methods.  Stacking the LR and 

SVM models produced a significant improvement in 

recall on balanced data, returning the highest recall 

score. This study highlighted the effectiveness of 

ensemble techniques, especially stacking, in 

enhancing recall performance, and the significance of 

balancing data in large medical datasets. 

The study offers a promising approach to 

improved heart disease prediction, which can result in 

better patient management and treatment outcomes by 

enabling early detection. The approach can identify 

high-risk patients earlier, even before they show 

obvious symptoms, by picking up on fewer signs and 

behavior. By correcting class imbalance and 

emphasizing recall, the system helps reduce missed 

diagnoses among high-risk patients. Future research 

can investigate other enhancements, such as feature 

selection integration and model optimization, to 

strengthen and increase the predictive power of 

machine learning models used in diagnosis of heart 

disease. 
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